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Remind

* HW 4:

* due time: 2022/05/25 at 13:20
* A4 papers and hand in the homework in class
* Please provide detailed answers or explanations in English

e Quiz4:
* time: 2022/05/25 13:20-15:10

* scope: everything we cover in topic 4
* in eeclas 206 and 208

* 1 A4 cheat sheet is allowed, and printed from everywhere is not accepted.
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HW3-1

1. Let x.(t) be periodic with fundamental period T,. It is sampled with F, = N/T, to produce a
periodic sequence x[n] with fundamental period N. Show that the DTFS coefficients, ¢, of
x[n] are given by the aliasing of the CTFS coefficients, ¢, of x.(t) with respect to N, that is,
(20%)
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HW3-2

2. Consider the two signal-processing systems in Figure q2-1, where the C/D and D/C converters are

ideal. The mapping g[x]| = x?

in Figure g2-2.
(b) Is s (t)
(c) Is y,(t) = x2(t)? Explain your answer.
(d) Consider System 1, and let x(t)
y1(t) = x2(t)? Explain why or why not.

= y,(t)? Explain your answer.

represents a memoryless nonlinear device. (20%)
(a) For the two systems in the figure, sketch the signal spectra at points 1, 2, and 3 when the

sampling rate is selected to be 1/T = 2f,,, Hz and x.(t) has the Fourier transform shown

= A cos(30mt). Let the sampling rate be 1/T = 40 Hz. Is

(a) Consider the following plots.
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(b) Yes, Convolution is a linear process. Aliasing is a linear process. Periodic convolution is equivalent to
convolution followed by aliasing.

(c) No, System 2 at Step 1 shows X2(jf2). Thisis clearly not ¥; (j2).Y; (jf2) is an aliased version of X, (jf2).

-2n Q
System 1: System 2:
X(el® lwc (iQ)
—Z:rr. 4n Q
J w ) A i m
W(e' )
1 —
~m —21: 2t
/I\UQ | N
- 2mf_ Imf Q




HW3-3

3. Consider a continuous-time signal (10%)
T
x.(t) = 10 + 3sin(207t + §) + 5cos (40mt).
It is sampled at t = 0.01n to obtain x[n], which is then applied to an ideal DAC to obtain

another continuous-time signal v, (t).
(a) Determine x[n] and graph its samples along with the signal x.(t) in one plot (choose few

cycles of the x.(t) signal).
(b) Determine y,.(t) as a sinusoidal signal. Graph and compare it with x.(t).

BHENNSELE, fR—1E-2

(a) Solution:
The sampled sequence i1s:

x[n| = 2.(0.01n) = 10 + 3sin(0.27n + 7/3) + 5 cos(0.47mn)

(b) Solution:
The reconstructed signal is: 55 & 1y, (£) = ?

Y (t) = 10 4+ 3sin(207t + 7/3) + 5 cos(407t)
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4. h.(t) Denotes the impulse response of an LTl-continues-time filter and hg[n] the impulse

response of an LTl-discrete-time filter. (15%)

(a) Given

he() = {

Answer

e 2 =0
0,t <0

Where a| is a positive real constant, determine the continues-time filter frequency response and

sketch its magnitude.

(b) f hg[n] = Th.(nT) with h.(t) in part (a), determine the discrete-time filter frequency

response and sketch its magnitude.

(c) For a given value of a, determine, as the function of T, the minimum magnitude of the

discrete-time filter frequency response.

(a) The Fourier transform of the flter impulse response
=
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So, we take the magnitude
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(b) Sampling the filter impulse response in (a), the discrete-time filter is described by
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In sampling a bandpass bandlimited signal x.(t) of bandwidth B Hz with integer band
positioning, the ideal reconstruction filter G,.(j2mF) of bandwidth B can reconstruct X.(t))

exactly from its samples. Show that the impulse response of this ideal filter is given by the

modulated bandlimited interpolation function in below equation. (10%)

sin (nBt)

Gr (t} =

Bt

cos (2mFt)

Where Fc = (FH — FL);Z

Answer

Solution:
sin(xw 3¢t)

w3t
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Bascband spectra is:

g (t) = cos(2w F. 1)

The spectra is:
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otherwise
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6. Inthe system shown in Figure h.(t) = & (t — —) (15%)

(a) Suppose the input x[n] = sin (rn/2)and T=10 find y[n]. —

h[n], H(e/v)

h(f)

(b) Find y[n] for the same x[n] as in part (a), but have T = 5.
(c) Explain how does the continuous-time LTl system h.(t) limit the range of the sampling

period T that can be used without changing y[n] (in detail) ?

Answel (a)
zt) = sin(551)
W) = sin(Z(t=9)
= m{%x-%}
il = sn( - )
(b) We get the same result as before:
2() = sa(T)
ve(t) = {-(:-251}
= ﬂn{—t--l

y[n] = lln{?-*:]
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1.

For the below input signal x[n], the upsampling and downsamplig rates L and M for the system in

below figure. Determine the corresponding output x; [n]. (10%]

a) x[n] = sin (2?) Jmn, L=4, M=3

amn

b) x[n] = sin (T) 1=3, M=5

Note: for (b), after upasampling and
downsampling u will get sin(5pi*n/4) and
there will nothing remains in the range so the
answer can be 0, but according to textbook
the answer can also be —sin(3pi*n/4).

Interpolator Decimator

| | |
: Lowpass filter : I| Lowpass filter
-0 {L >  Gain=1L ' > Gain = | > M =
x[n] | In] | Cutoff=m/L | | xln] | | Cutoff = w/M | %[n] | Xyln]
] I |
Sampling
period: T T T ™
L I L L
Answer,
a) In the frequency domain, ,
® o[ 1 fl <23
X(€)=10, 2¢/3<lw]<x
After the sampling rate change,
o _ | 43 Wl <x/2
Xue }—{ 0, x/2<fwi<x’
which leads to 4sin(¥n/2)
z[n) = s ———
3 =n

(b) Upsampling by 3 and low-pass filtering z[n] = sin(3xn/4) results in sin(n/4). Downsampling by
5 gives us Z4[n] = sin(57n/4) = - sin(3xn/4).




1. (25 pts.) True or False. Write down True or_False for each question, and give a short proof to the

one(s) you think is true, otherwise, point out the reason why the statement is wrong or providing

a counter example. [5 pt for each]

(a) Theerrordue tounder-sampling a continuous signal can be avoided by simply amplifying the

[ ]
Quiz3-1 =
(b) Let x[n] and y[n] be discrete-time signals. X(w) and Y(w) is their Fourier transform,

respectively. If y[n] = x[3n], then Y(w) = X(w/3).

(c) Let x[n] and y[n] be discrete-time signals. X(w) and Y(w) is their Fourier transform,
respectively. Assume that y[n] = x[n/2] when n isevenand y[n] =0 when n is odd.
Then, Y(w) = X(2w).

(d) All practical continuous-time signals are time-limited, and cannot be strictly bandlimited.

(e) Ifasignal x.(¢) = 3+ 2sin(16mt) + 10cos(24nt) is sampled at a rate of £, = 20 Hz to

obtain the discrete-time signal x[n]. x.(t) can be recovered from x[n].

(b)
(c)

(d)

False

False

True

True

False

under-sampling produces aliases which when reconstructed fall within the Nyquist bandwidth.
Amplification only acts to increase both wanted signal and the distortion, proper bandwidth
filtering is the only answer

because it may cause aliasing when down sampling 2 Eproof or reason: -2
Y(w) = Zx [g] eJon :Zx[k]e‘zf“’k = X(2w)

(in Apr13-2022.pdf p20)

The spectra of the continuous signal z.(t) 1s: The spectra of the sampled sequence [n] 1s:
3, F=0 . W - ;
_ X(e™)| —yrpp = B Z X.[i2n(F — kRE)]

i F=8 R
j k=—o0

X (j2r k) = _lv F=-8
_ F| =12 ['he signal . (#) can be recovered from [n| if the sampling rate 1s (a) £
2, = &

) 30 Hz, and can NOT be recovered if the sampling rate is (b) £ = 20 Hz, (¢)
0, otherwise E =15 Hz.




Quiz3-2

2. (20 pts.) Write abbreviated final answers for following questions.

(a) Consider a continuous-time signal

%.() = 3c0s(21F,t + 45°) + 3sin(2F,t). (ref to Apr14-2022.pdf p11 and Apr21-2022-TA-Review.pdf p8)

It is sampled at t = 0.001n to obtain x[n], which is then applied to an ideal DAC to obtain
another continuous-time signal y,.(t).For F;, =300 Hzand F, = 700 Hz, determine x[n]|

and determine y,.(t) for the above x[n] as a sinusoidal signal. [10 pt]

(b) Consider a continuous-time signal
. (ref to hw3-3)
x.(t) = 10 + 3sin(20mt + 1w /3) + Scos(40mt).
It is sampled at t = 0.05n to obtain x|[n], which is then applied to an ideal DAC to obtain
another continuous-time signal y,(t) . Determine x[n| and determine y.(t) as a et g
— @& 57

(a)
x[n] = 3cos(0.6nn + w/4) + 3sin(1.4mn)
yr(t) = 3cos(600nt + m/4) — 3sin(600mt)

sinusoidal signal. [10 pt]

(b)
x:(t) = 10 + 3sin(mn + ©/3) + 5cos(2mn)
x:(t) = 15 + 3sin(20mt + /3)




Quiz3-3

3. (15 pts.) An 8-bit ADC has an input analog range of +5 volts. The analog input signal is
x.(t) = 2 cos(200nt) + 3 sin(500mt).
The converter supplies data to a rate of 2048 bits/s. The computer, without processing, supplies

these data to an ideal DAC to form the reconstructed signal v.(t). Determine:

Ref Concepts from Apr13-2022 p21- p25

(a) The quantizer resolution (or step). [5 pt.] Answer & Apr14-2022.pdf p19

(b) The sampling rate, and folding frequency. [5 pt.]

{(a) Solution:

(c) The Nyquist rate, and the reconstructed signal v.(t). [5 pt.[l The quantizer resolution is:

10n )
— O 0SMM 2 0

(b) Solution:
The sampling rate 1s:

F = 2" sam/sec

I

The folding frequency 1s F /2

(c) Solution:
The Nyguist rate 1s S5(M).

The reconstructed signal .(2) 1s:

y-(t) 2 cos{ 200=t) Isin(12xt)




Quiz3-4

4. (10 pts.) A complex-value continuous-time signal x.(t) has the Fourier transform shown in
Figure q4, where (12, — 2,) = A. This signal is sampled to produce the sequence x[n] =
x.(nT). o

(a) Sketch the Fourier transform X(e/“) of the sequence x[n] for T = ﬂi. [5 pt.]
2

N

(b) What is the lowest sampling frequency that can be used without incurring any aliasing

distortion i.e., so that x.(t) can be recovered from x[n]? [5 pt]

Answer
ref concept from Apr6-2022.pdf p13

(a) Keeping in mind that after sampling, w = QT, the Fourier transform of z{n] 1s

X i@ X(ej"()\
o Q, Q, = _c‘%" = ®©

aigh icati i iteri i clusion that

b) A straight-forward application of the Nyquist criterion would lead to an incorrect con .

()mempmmunwmmmqu:,(z),am,. Bo'e_ver.nnoethc
spectmm'sbandpm.'eonlyneedweumtmunrepliaﬁominfuquency-_rhxchoccm’ua
result of sampling do not overlap with the original. (See the following figure of X,(JN?).) wv
we only need to ensure -

2x
ﬂq——T—<0‘ﬂ=T<‘A—n

o, o,

o]



Quiz3-5

5. (7 pts.) A sinusoidal signal s.(x,y) = 3 cos(2.4mx + 2.6my) is sampled at (F;x, F;y)

frequency to obtain the image s[m, n]. An ideal reconstruction is used on f[m,n] to obtain the

analog sign s,(x,y). If F;_= 2 sam/meter and Fsy = 3 sam/meter, determine s[m,n] and

SI" (xJ y}

Answer

Ref Apr14-2022.pdf p12 to p19

Sclx,y) = 3cos(2.4mx+2.6mry) = 3cos(2.4nx) cos(2.6my)—3sin(2.47x) sin(2.67y)
sim,n| = 3cos(0.87m + 1.37n)

se(x,y) = 3cos(1.6rx — 2.67wy)




6. (23 pts.) Show and explain the concepts in detail.

(a) Show that the sampler is a memoryless, linear, time-varying system. [9 pt.] .
(b) What is the Nyquist rate and prove why the signal needs to satisfy the Nyquist rate while Qu I Z 3 - 6
sampling (detail answer with some plot)? [7 pt.]

(c) Using Parseval’s theorem, explain why the amplitude of the Fourier transform changes during

Answerdownsampling but not during upsampling. [7 pt.] ref Apr6-2022.pdf p13
Proof:
The sampler is: b) The highest frequency Fy, in Hz, present in a bandlimited signal x(t) is called the Nyquist
Toue(t) = Tin(nT): nT <t < (n+ )T, Vn frequency. The minimum sampling frequency required to avoid overlapping bands is 2Fy, which
(1) Memoryless. The current system wvalue i1s only related to the current time is called the quUISt rate.
index and is not affected by previous system values. Hence, the sampler is
memoryless.

prita S A continuous-time signal x (t) with frequencies no higher than F4 can be reconstructed exactly
11 mearity. . . .

from its samples x[n] = x(nT), if the samples are taken at a rate Fs = 1/T that is greater than the
Ly '-riull:n]”} —+ ao -.1’.‘]'1]2(1"?1‘} = aj 'Ioutl{f}+ﬂ2 'IoutZ(f—] . . . .

Nyquist rate 2Fy. The spectrum of x[n] is obtained by scaling the spectrum of )cL[t) by Fs and
The S&H system follows the superposition property., and hence is a linear

system. putting copies at all integer multiples of Fs.

(1i1) Time-variance.

QT
Tout(f — T) & Tout(t),ift — 7 £ [ﬂ:f'. (r + 1}11] X )
Hence, the system is time-varying. Nyquist
rate
, » |
C) Parseval's Theorem: - g g , . _—2Qn 20 . Q, rd
2 ; - = | i ) e
Y kel = 5 [ 1X(e)Paw E= F o on | f Z
Am—00 - Fu 2Fn % F. F. Hz
i as . |
When we upsample, the added samples are zeros, 5o the upsampled signal z,[n] has the same energy Nyquist  Folding Sampling
the origh lz[n]: frequency frequency frequency
o o
Y P = 3 f=dnll
I - 00 -0

and by Parseval’'s theorem:
1 [ 2 % O 2
3 [ xE@rd = [ X,
Hence the amplitude of the Fourier transform does not change.

When we downsample, the downsampled signal z4[n] has less energy than the original z[n] because some
samples are discarded. Hence the amplitude of the Fourier transform will change after downsampling.




Some topics to consider in Quiz 4 preparation:

* Circular Convolution

* DFT conversion

* DFS conversion

* DFT Properties

 Different Windowing methods



