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Outline

• Fast algorithms

• DSP for VLSI circuits
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Product of integers

• Let x, y be n-digit numbers and n=2m

• Recursive implementation: 𝑛log2 3 operations
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(e.g. base b=2)

(3 m-digit operations, instead of 4)

Ref: S. Winograd, Arithmetic Complexity of Computations, 1980.



Two-parallel FIR filter
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• Express convolution by polynomial multiplication

– Then partition both of x and h into even and odd parts

Ref: K. K. Parhi, VLSI Digital Signal Processing Systems Design and Implementation, Wiley.



Matrix-matrix multiplication

• Let A, B be 𝑛 × 𝑛 matrices and n=2m

• Recursive implementation: 𝑛log2 7 multiplications
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(7 𝑚 ×𝑚 matrix multiplications, instead of 8)

Ref: S. Winograd, Arithmetic Complexity of Computations, 1980.



• F(2,3): 2 outputs and 3-tap filter

• Proven minimality of multiplication

– 𝜇(𝐹 𝑛, 𝑘 ) = 𝑛 + 𝑘 − 1

1D FIR filter
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(4 multiplications, instead of 6)

Ref: S. Winograd, Arithmetic Complexity of Computations, 1980.

Data transform

(pre-process)

Filter transform

(pre-process)

Inverse transform

(post-process)

Point-wise multiplication



• Recap of F(2,3): 2 outputs and 3-tap filter

• F(2x2,3x3): 16 multiplications, instead of 36

Winograd convolution 

for 2D FIR filter
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Ref: “Fast algorithms for convolutional neural networks”, CVPR, 2016.

Data transform Filter transform

Inverse transform
Point-wise multiplication

Filter

Input

Output

3x3 filter 4x4 input

Overhead:

• More adders

• Longer critical path

• Longer internal bitwidth



Fast (magic) inverse square root

• Motivation

– Inverse square root is heavily used in computer 

graphics to find normalized vectors in floating point
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Ref: https://en.wikipedia.org/wiki/Fast_inverse_square_root



Fast (magic) inverse square root

• Legend

– The following magic code was found in the source 

code of Quake III Arena (1999)
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Ref: https://en.wikipedia.org/wiki/Fast_inverse_square_root

𝑦 =
1

number



Outline

• Fast algorithms

• DSP for VLSI circuits

– Pipelining

– Parallel

– Retiming

– Systolic array
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Pipelining

(Timing-reduction; Same throughput, longer latency)

• Cut feed-forward paths into pipelined stages
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TM+2TA

TM+TA

Overhead:

Latency and Pipeline registers



Parallel Processing

(Timing-relaxation; Common low-power technique)
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Area increased to 3x

(can be reduced by algorithmic 

strength reduction);

Timing can be prolonged to 3x

𝑃 ∝ 𝐶 ∙ 𝑉2

If V reduces faster than C (area), 

the power will be reduced.



Retiming
(Timing-reduction; Same latency and throughput)

• Move existing delays around for better timing

• Generalization of pipelining
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B->D(2D) => B->D (D) + D->B(D) + D->F (D)

C->E (D) => E->C (D) + E->F (D)

D->F (D) + E->F (D) => F->A (D)



Systolic Array

(Dimension-reduction; regularity)

• Can project in many different ways
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Google TPU

(2D PE array)

⋯
⋮ ⋱ ⋮

⋯

⋯
⋮ ⋱ ⋮

⋯

Matrix-matrix multiplication

(3D operations)


