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Chap 13 Random Signals

• 13.1 Probability models and random variables

• 13.2 Jointly distributed random variables

• 13.4 Random processes
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Randomness and statistical regularity
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Randomness

(statistical variability)

Statistical regularity

Outcome (realization): 𝒙𝒌 (𝜻)
Sample space: S

Relative frequency



Random variables
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Random variable

Probability

(frequentist)

A function from S to real numbers

Example:

Event A: X<4

𝑃 𝐴 = lim
𝑁→∞

𝑁(𝐴)

𝑁



Probability distributions
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Probability distribution 

function (pdf): 𝒇𝑿(𝒙)

Cumulative distribution 

function (CDF) : 𝑭𝑿(𝒙)

Example: F-16 noise



Statistical averages
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Arithmetic average of 

observations

Variance

Standard deviation

Expectation

Mean value



Example of random variables
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Uniform distribution

Normal distribution

U(0,1) can be simulated by pseudo-

random number generator.

1. Linear combination of normal distributions 

is still normally distributed.

2. Central limit theorem applies everywhere.

3. N can be simulated by inverse transform 

sampling method.



Jointly distributed random variables
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Marginal 

distributions

Expectation



Jointly distributed random variables
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Conditional pdf

Covariance

Correlation

Independent

Uncorrelated

⇒ not always true



Jointly distributed random variables
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Correlation 

coefficient

(measure linear 

relationship)

Covariance matrix

Correlation matrix

Linear combination 

of random variables

𝐶𝑥 is nonnegative definite

𝑅𝑥 is nonnegative definite



Random process
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A collection or ensemble of functions (or sequences) with probability 

assigned to each

One realization is a sequence



Stationary random processes
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Strictly stationary

p=1

p=2

Autocovariance sequence (ACVS)

Wide-sense 

stationary (WSS)
A random process which satisfies the condition of p=1 and p=2.

Autocorrelation sequence (ACRS)

(ensemble average is static over time)

(ensemble covariance is static 

over time)



Examples

EE3660 Intro to DSP, Spring 2020 1313.4

Sinusoidal random 

process

WSS sinusoidal 

random process

not stationary



Properties of correlation and covariance 

sequences
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Jointly WSS cross-correlation sequence

Symmetry

even symmetry not even

Correlation matrix

Toeplitz

(so as covariance matrix)



Response of LTI systems to random processes
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WSS WSS

simplified

Expectation

Cross-correlation



Response of LTI systems to random processes
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Cross-correlation

ACRS



Power spectral density (PSD)
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𝑆𝑥𝑥 𝜔 = 𝐄𝜁 𝑋 𝑒𝑗𝜔, 𝜁 𝑋∗(𝑒𝑗𝜔, 𝜁)

= 𝐄𝜁 𝑋(𝑒𝑗𝜔, 𝜁)
2

≥ 0 Average power on frequency 𝜔

[Assume x[n] and h[n] are all real-valued]

ACRS and PSD are DTFT pairs.

⟸



Properties of PSD
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LTI response

Cross PSD

Remark

Cause problems for analysis, e.g. large leakage power due to windowing

Prefer to remove the mean value.

(default if not mentioned in the following)


