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Abstract—Several contributions have been made so far to de-
velop optimal multichannel linear filtering approaches and show
their ability to reduce the acoustic noise. However, there has not
been a clear unifying theoretical analysis of their performance in
terms of both noise reduction and speech distortion. To fill this
gap, we analyze the frequency-domain (non-causal) multichannel
linear filtering for noise reduction in this paper. For completeness,
we consider the noise reduction constrained optimization problem
that leads to the parameterized multichannel non-causal Wiener
filter (PMWF). Our contribution is fivefold. First, we formally
show that the minimum variance distortionless response (MVDR)
filter is a particular case of the PMWEF by properly formulating
the constrained optimization problem of noise reduction. Second,
we propose new simplified expressions for the PMWEF, the MVDR,
and the generalized sidelobe canceller (GSC) that depend on
the signals’ statistics only. In contrast to earlier works, these
expressions are explicitly independent of the channel transfer
function ratios. Third, we quantify the theoretical gains and losses
in terms of speech distortion and noise reduction when using the
PWMF by establishing new simplified closed-form expressions
for three performance measures, namely, the signal distortion
index, the noise reduction factor (originally proposed in the paper
titled “New insights into the noise reduction Wiener filter,” by J.
Chen et al. (IEEE Transactions on Audio, Speech, and Language
Processing, Vol. 15, no. 4, pp. 1218-1234, Jul. 2006) to analyze
the single channel time-domain Wiener filter), and the output
signal-to-noise ratio (SNR). Fourth, we analyze the effects of co-
herent and incoherent noise in addition to the benefits of utilizing
multiple microphones. Fifth, we propose a new proof for the a
posteriori SNR improvement achieved by the PMWF. Finally, we
provide some simulations results to corroborate the findings of
this work.

Index Terms—Generalized sidelobe canceller (GSC), micro-
phone arrays, minimum variance distortionless response (MVDR),
noise reduction, parameterized non-causal multichannel Wiener
filter, speech distortion.

I. INTRODUCTION

OISE reduction has become an active area of research
after the pioneering work of Schroeder [2]. This fact is
due to its various applications including hands-free communi-
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cations, hearing aids, teleconferencing, etc. [3]. On the other
hand, microphone arrays are becoming commonplace in modern
speech communication systems because of their potential. In-
deed, it has been established that in addition to their very im-
portant task of localizing acoustic sources ([4] and references
therein), microphone arrays allow for efficient source retrieval
from mixtures of sounds and noise by taking advantage of the
spatial dimension in addition to the classical temporal and fre-
quency dimensions [5], [6].

In contrast to single microphone-based speech enhancement
approaches where noise reduction may come at the price of sig-
nificant speech distortion [1], the utilization of multiple micro-
phones has theoretically the potential to significantly reduce the
noise while outputting low or even no speech distortion [5], [7],
[8]. In this context, several attempts have been made to enhance
speech signals by not only denoising (i.e., removal of additive
noise) but also dereverberating (i.e., removal of multiplicative
noise) them using microphone arrays [9]-[11]. However, the re-
sulting complexity is generally prohibitive. Actually, derever-
beration itself remains an open field for further research and we
would rather focus, as in [1], [5], [8], [12]-[29], on noise reduc-
tion in this contribution.

The spatial diversity inherent to microphone arrays accounts
for the increasing interest to take advantage of their poten-
tials for noise reduction in either frequency- or time-domain.
Among time-domain approaches, beamforming is known for
its ability to perform noise reduction by steering the array beam
toward the direction of arrival of the source. By doing so, the
desired source is recovered while other competing sources (or
background noise) are attenuated [25]. The linearly constrained
minimum variance (LCMV) is one of the most promising
beamforming techniques for noise reduction in acoustic envi-
ronments and even for speech enhancement though the channel
impulse responses need to be known [7]. The minimum vari-
ance distortionless response (MVDR) is a single-constraint
version of the LCMV while the generalized sidelobe can-
celler (GSC) represents its unconstrained form [32]. The latter
consists of two branches operating on orthogonal subspaces
[7]: a fixed beamformer and a blocking matrix followed by a
multichannel noise canceller. Reference [7] provides a good
survey on time-domain multichannel beamforming algorithms
for acoustic signals. Other time-domain multichannel noise
reduction approaches include [12] where Doclo and Moonen
proposed a time-domain multichannel subspace-based method
for noise reduction which generalizes the single channel
methods in [13] and [14]. Their approach is based on the
so-called generalized singular value decomposition (GSVD).
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In [15], this multichannel GSVD-based technique was incor-
porated into a GSC-type structure to reduce its complexity.
Another notable time-domain technique was also presented in
[16]. Therein, Spriet et al. proposed a noise reduction scheme
which was termed spatially preprocessed speech distortion
weighted multichannel Wiener filter (SP-SDW-MWF). In that
scheme, the standard Griffith and Jim GSC [32] was used as
a spatial preprocessor and an adaptive noise canceller was
properly designed such that the speech leakage at the output of
the blocking matrix was taken into account while minimizing
the noise power. The adaptive noise canceller was implemented
using the SDW-MWE, originally proposed in [12]. More ro-
bustness to the overall noise reduction filter against the system
model errors than the standard GSC [16] was achieved. The
utilization of a priori information about the system model (e.g.,
array geometry and source location) to preprocess the data
may be appropriate with small-sized microphone arrays as in
hearing aids devices, thoroughly investigated in [16]. However,
in general applications (e.g., teleconferencing systems with
large spacing between the microphones and reverberation) it
is known that the standard GSC is unable to operate properly
since its formulation is based on the estimated desired speaker
and microphones locations. Its deployment as a preprocessing
may introduce unpredictable distortions to the desired signal
even in its first branch (fixed beamformer). In addition, the esti-
mation of the time delay to align the signals can be affected by
many factors such as spatial aliasing due to large microphones
spacing, reverberation, and microphones mismatch. Hence,
signals alignment as a preprocessing is not desirable in such
applications.

Time-domain techniques are generally computationally
demanding since large matrix calculations are involved and
numerical problems are commonly encountered especially as
the number of microphones and/or reverberation time increase.
Conversely, frequency-domain techniques are generally pre-
ferred because each frequency bin can be processed apart from
the others. This allows for easier calculations and interesting re-
lationships can be easily found as compared to the time-domain
approaches. For instance, in [17], Gannot et al. proposed an
adaptive GSC structure involving the channel transfer functions
ratios. The latter were estimated using least-squares fitting in
periods of speech activity. In [18] and [19], speech presence
probability and multichannel postfiltering were exploited to
improve the online estimation of the channel transfer functions
ratios. In [20], Warsitz et al. proposed an alternative method
to develop a new blocking matrix using the generalized vector
decomposition and a delay-and-sum filter was used as a dis-
tortionless beamformer. However, the generalized eigenvector
decomposition adds complexity if implemented at each iteration
in an adaptive scheme and the delay-and-sum beamformer is
sensitive to reverberation and array system model uncertainties.
In [21], Spriet et al. analyzed the robustness of the multichannel
Wiener and GSC filters for hearing aids applications. It was
found that, in contrast to the GSC, the multichannel Wiener
filter is not affected by microphones calibration. The result
is justified since the investigated GSC structure is based on a
delay-and-sum beamformer, making it vulnerable to system

model errors. Recently, Doclo et al. proposed a multichannel
frequency-domain implementation of the SP-SDW-MWF [22].

It goes without saying that the choice of a noise reduction
technique has a direct impact on the functioning of the speech
communication systems (e.g., those mentioned above). There-
fore, a clear understanding of its advantages and shortcomings is
of great importance. In most cases, however, the effectiveness of
the noise reduction methods (including those mentioned above)
has been generally verified only through numerical and experi-
mental results. Among the few contributions devoted to the the-
oretical analysis of multichannel filtering techniques we men-
tion [1] where the performance of the single channel time-do-
main Wiener filter in terms of the tradeoff of noise reduction
versus speech distortion was thoroughly analyzed. In [8], the
ability of the MVDR (where the objective is to reduce the noise
and preserve the signal) to reduce the noise was studied. A uni-
fying theoretical analysis of multichannel noise reduction tech-
niques seems necessary.

In this paper, we analyze the general framework of noise re-
duction using an array of microphones with an arbitrary geom-
etry in the frequency domain. In contrast to some earlier works,
we make no assumptions on the geometrical information in the
system model. For the sake of generality, we consider the param-
eterized multichannel linear filtering. We start by proposing an
alternative simplified expression for the PMWF that allows for
tuning the signal distortion and noise reduction through some
parameter of interest. The MVDR is formally shown herein to
be a particular case of the PMWF by properly defining the op-
timization framework that leads to very similar expressions for
both filters. As far as the GSC is generally preferred when im-
plementing the MVDR [10], we also include it in our study and
propose a new expression for this beamformer. Interestingly, all
the proposed expressions depend on the signals’ statistics only
and are explicitly independent of the channel transfer function
ratios, in contrast to earlier works such as [17] and [23]. This
fact makes them of very practical use in modern speech com-
munication systems where voice activity detectors and noise sta-
tistics estimators are commonplace since no additional calcula-
tions are required once the signals’ statistics are properly esti-
mated. Another notable fact is that the new expression of the
PMWEF is simplified enough and will enable us to carry out a
rigorous and simplified performance analysis of this filter (and
its derivatives). We, subsequently, dedicate the second part of
this work to the theoretical analysis of the linear filtering tech-
niques. For completeness, we focus on the performance of the
PMWF with respect to the operating conditions, namely, the
input signal-to-noise ratio (SNR), the reverberation, the type of
noise (spatially coherent or incoherent), and the number of mi-
crophones. Our theoretical investigations are focused on three
performance measures: the signal distortion index, the noise re-
duction factor that have been initially investigated by Chen et
al. in [1] in the case of a single channel time-domain Wiener
filter, and the output SNR. In addition to the tradeoff of signal
distortion versus noise reduction in the multichannel case that
we clearly establish in this paper, we provide a new theoretical
proof of the output SNR improvement when one of the afore-
mentioned filters is used. We also establish the gains achieved
by deploying multiple microphones by analyzing the effects of

Authorized licensed use limited to: Inst Natl de la Recherche Scientific EMT. Downloaded on November 11, 2009 at 07:39 from IEEE Xplore. Restrictions apply.



262 IEEE TRANSACTIONS ON AUDIO, SPEECH, AND LANGUAGE PROCESSING, VOL. 18, NO. 2, FEBRUARY 2010

the PMWF on the spatially coherent and incoherent noise com-
ponents.

The remainder of this paper is organized as follows. In
Section II, we describe the investigated data model, assump-
tions, and definitions required in our forthcoming analysis.
In Section III, we investigate the noise reduction subject to
some constraints on the signal distortion to develop the PMWE,
MVDR, and GSC beamformers. All filters are derived from the
same optimization framework. Consequently, their expressions
depend on the statistics of the signals of interest only. In
Section IV, we analyze the performance of the PMWEF in terms
of speech distortion and noise reduction. In Section V, simula-
tion results are presented to support our theoretical analysis.

II. DATA MODEL AND DEFINITIONS

A. Data Model

Let s(t) denote a speech signal impinging on an array of N
microphones with an arbitrary geometry. The resulting obser-
vations are given by

= 0gn * S(t) + Un(t)
T (t) 4 vn (1),

Yn (f)

n=12,....N (1)

where * is the convolution operator, g,, is the channel impulse
response encountered by the source before impinging on the nth
microphone, z,(t) = g, * s(t) is the noise-free reverberant
speech component, and v,,(¢) is the noise at microphone 7. This
notation is general. Indeed, the noise here can represent mul-
tiple competing point sources or a spatially incoherent noise.
We assume that it is uncorrelated with s(¢) and that all its com-
ponents and s(¢) are zero-mean random processes. The above
data model can be written in the frequency domain as

Yo (jw) = Gu(jw)S(jw) + Va(jw)
where Y, (jw), G,,(jw), S(jw), and V,,(jw) are discrete-time
Fourier transforms (DTFTs) of y,,(t), gn,s(t), and v,(t), re-
spectively.

Our aim is to reduce the noise and recover one of the
signal components, say! X,,(jw), the best way we can
(along some criteria to be defined later) by applying a
linear filter h, (jw) to the overall observation vector
yijw) = [Yi(jw) Ya(jw) Yn(jw)]T where the su-
perscript T denotes the transpose of a matrix or a vector. The
output of this filter is given by

Z(jw) = hy (jw)y(jw)
= b, (jw)x(jw) +hy, (u)v(jw)  O)
D,g (7) vy ()

where x(jw) and v(jw) are defined in a similar way to y(jw),
D, (jw) is the output speech component, vy, (jw) is the
residual noise, and the superscript 7 denotes the transpose-con-
jugate operator. Finally, the vector containing all the channel

Ing € {1,..., N} is the index of the reference microphone.

transfer functions between the source and the microphones is
g(jw) = [G1(jw), G2 (jw), ..., G (jw)]".

B. Definitions

In this paper, we use the same definitions presented in [5]. For
completeness, we specify some important ones here. We first
define the so-called power spectrum density (PSD) matrix for a
given vector a(jw)

®,,(jw)=F {a(jw)aH(jw)} . 4

Assuming that the noise is stationary enough [12], [15],
®,,(jw) can be estimated during the periods of silence of the
desired speech and used during its periods of activity. Then,
we use the uncorrelation of the desired speech and the noise to
calculate ®,,(jw) = Pyy(jw) — Pyo(jw).

As far as we are taking the ngth noise-free microphone signal
as a reference one, we define the local input SNR (at frequency
w) as

_ §bmnomno (w)
¢vnovno (w)
where ¢ua(w) = E{|A(jw)|?} is the PSD of a(t) (having
A(jw) as DTFT). The global input SNR is defined as
fjﬂ Py, (w)dw
S bongvag (@)dew
Again, our aim is to have an optimal (in some sense that will
be specified later) estimate of X, (jw) at every frequency w

at the output of the linear filter h,,, (jw). Hence, we define the
error signals [5]

SNR(w) (5)

SNR =

(6)

gz,no (]w) = Xn (Jw) - Dng (Jw)
= [ty — g (j0)) x(jw) ™
Evny (Jw) = Vg ()
= hy, (jw)v(jw) @®
where u,, = 1[0 --- 0 _1 0 --- 0] is an N-dimensional
ngoth

vector. Note that £, ,,, (jw) represents the residual signal distor-
tion and &, », (jw) is the residual noise at the output of h,,, (jw).
In contrast to the analyzed scheme herein, the SP-SDW-MWF
proposed in [16], [22] consists of a standard GSC [32] deployed
as a preprocessor and the adaptive noise canceller implemented
in a parameterized fashion to control the speech leakage at the
output of the blocking matrix while minimizing the noise. This
approach has been shown to outperform the standard GSC, es-
pecially in hearing aids devices where the deployed microphone
array has a small size. However, for general applications it is
known that the standard GSC distorts the desired signal due to
not only the speech leakage at the output of the blocking ma-
trix, but also the non-coherent summation of the signal replicas
performed by the fixed beamformer [8], [10], [17]. Here, we
would rather focus on the signals captured by the microphones
and avoid any preprocessing. In addition, we analyze the perfor-
mance of the PMWF using the following definitions of the local
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signal distortion index vsq[hy,, (jw)] and the local noise reduc-
tion factor &y, [hy,, (jw)] as [11, [5], [6]

vsd [hy, (jw)]
_ B {Jnn o)}
B {|Xa, (j0)I* |

[ty — By ()] B (500) [, = by ()]
- Frryny @) ©
Enr [Bng (Jw)]
B{Va Gl
E{Euna(iw) }
) w0

- hg) (jw)q)vv (jw)hno (Jw) '

It can be clearly seen that vsq[h,, (jw)] and &y, [hy, (jw)] are
perfectly tailored? to the definition of the mean square errors
defined in (7) and (8). In addition, they have been shown to pro-
vide good insight into the behavior of the single channel Wiener
filter [1], [5], [6]. In this paper, we show their efficiency in ex-
tending the performance analysis of the noise reduction filters to
the multichannel case. Finally, we define the local output SNR
as

_ B ()@ () )
BT (7)o (0 B ()

Y

In a similar fashion to (6), we can define the global performance
measures (signal distortion, noise reduction, and output SNR)
by integrating the local PSD’s involved in (9), (10), and (11)
over all the frequencies [5].

As a rule of thumb, noise reduction comes at the price of
speech distortion. This fact is well known in the single-channel
case where any noise reduction leads to speech distortion [1].
In the multichannel case, however, noise reduction can be the-
oretically achieved with low or even no speech distortion [5],
[8], [17]. Alternatively, one may also relax the constraint on the
output speech distortion. In either case, it is of extreme impor-
tance to accurately quantify the achieved noise reduction. In-
deed, we inarguably establish that a tradeoff between speech
distortion and noise reduction has to be made after devising new
expressions for the PMWF, MVDR, and GSC filters in the se-
quel.

III. OPTIMAL NON-CAUSAL MULTICHANNEL LINEAR FILTERS

In this section, we start by analyzing the general framework
leading to the optimal noise reduction linear filters. In contrast

2These performance measures are directly used to formalize the noise reduc-
tion optimization problem as we show in the next section.

to earlier works, we propose new simplified expressions for the
PMWF, the MVDR, and the GSC. These new simplified ex-
pressions will allow us to easily see the links between these
filters and propose new closed-form performance measures to
accurately quantify the gains and losses in terms of noise re-
duction and speech distortion. Before going further, it is worth
noting that a traditional trend to devise parameterized filters
(the PMWEF in our case) allowing the tuning of the levels of
residual noise and signal distortion has been to minimize the
signal distortion under the constraint of an upper bound on the
residual noise [12]-[16], [35]. On the other hand, the MVDR
(equivalently the GSC) is traditionally devised by minimizing
the residual noise subject to no speech distortion constraint.
Hence, for the coherence of our proposal, we found it judicious
to switch the constraint and the objective function in the tradi-
tional optimization framework leading to the PMWEF. In other
words, we propose to minimize the residual noise while con-
straining the output speech distortion. It has to be emphasized,
however, that this modification is not meant to alter the expres-
sion of the resulting filter since the associated Lagrangian func-
tions are equal up to some constant scaling factor. Mathemat-
ically, the noise reduction constrained optimization problem is
given by

min

g (i) E{|‘€”=”o(jw)l2}

subject to B {[€xno(j0)°} < 0?(w)  (12)
where 0?(w) represents the maximum allowable local signal
distortion &, n,(jw), and &, 5, (jw) are defined in (7) and (8),
respectively. Again, to justify the appropriateness of the choice
of the performance measures in (9) and (10), it is not difficult to
see that (12) is equivalent to

max

nr hno jw
pax &nr [n, (jw)]

subject to Ve [, (jw)] < 7% (w) (13)
where 52(w) = (02(w)/¢>%O 20, (w)). In what follows, we start
by investigating the case where o(w) # 0 that leads to the
PMWE. Then, we focus on the particular case of o(w) = 0 that
leads to the MVDR. Now, by using this formulation, it can be
inferred that the MVDR is nothing but a particular case of the
PMWEF. This fact will be made clearer in the new expressions
that we propose for both filters.

A. Parameterized Multichannel Non-Causal Wiener Filter

The Lagrangian associated with the optimization problem
(12) is

£17, By ()]
= B {10y (7)1} + 7 [E {|E0mo ()} = 0*()]
= h! (jw) @, (), (j0)
7 { [y = By (j2)]" @0 )
—hy, (jw)] - o*(w)} (14

X [tn,
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where v is the Lagrange multiplier. Setting the derivative of
L[y, hp, (jw)] with respect to h (jw) to zero, we obtain the
PMWF

hw g (@) = [Bow(jw) + BB (jw)] ' Brw(jw)un,
(15)

where = 1/ (positive valued) is a factor that allows for
tuning the signal distortion and noise reduction at the output
of hw g ,, (jw). The relationship between 3 and o(w) will be
detailed in Section IV. Note also that (15) can be found in ear-
lier works such as [5] while its time-domain counterpart can be
found in [12], [16]. Unfortunately, the utilization of (15) ren-
ders the performance analysis of the PMWF quite involved.
To overcome this issue, we propose a more simplified form
by taking advantage of the fact that the matrix ®,.,(jw) =
bss(w)g(jw)gH (jw) is of rank one. We have the following two
key properties.

s Property 1: The matrix ®,,!(jw)®,.(jw) is of rank one

and its unique positive eigenvalue \(w) is given by

Mw) = tr {85, (jw) P (jw) }

= tr{®,, (jw)®yy(jw)} — N (16)

(]

e Property 2: For 8 # 0 (i.e.,y # 00), using the Woodbury’s

identity and the fact that ¢,s(w)g™ (jw)®..! (jw)g(jw) =
A(w), we obtain

8., (jw) + B, (jw)] "

égvl (Jw)§$$ (jw)d);vl (Jw)
O+ Mw)

(ﬁgvl (Jw) -

1
o
(17

]
Using both properties jointly with the fact that the PMWF can
be rewritten as

hVV,B,nO (]W) = [INXN - /[3[(§1113(]w)
+ /6¢w17 (jw)]_l P, (jw)]uno

we obtain
. B, (jw) Pus(jw)
h K — VU . "
W,B,ng(Jw) ,84—)\(01) Up,
(I'_l(jw){)yy(jw) —Inxn
— vv e - 1
T+ @) - (19)

This parameterized filter is denoted as PMWF-4 in the sequel.
The parameter 3 in (18) can be fixed or varied with respect to
the frequency depending on the desired spectral properties of the
output signal (e.g., following a human hearing model [28], [35]).
Without loss of generality, we mainly focus on fixed values of
[ in this work. The new expression (18) is interesting for two
main reasons. First, it depends on the signals (i.e., noise and
speech) statistics only and not the channel transfer functions or
their ratios. Second, it is simplified enough to allow us to not
only show that known filters, namely, the multichannel Wiener
and the MVDR, are particular cases of (18) but also establish

new closed-form expressions for the PMWF performance mea-
sures in Section IV. When using these measures, we gain good
insight into the behavior of the PMWEF in terms of signal dis-
tortion and noise reduction. The simplified proof of the output
SNR improvement that we also propose in this paper is based
on this new form. The non-causal multichannel Wiener filter [5]
is nothing but the PMWF-1 and is expressed as

‘I’Jvl(jW)‘I’m(jW)
Uy, .
1+ AMw) 0

hw ,,(jw) = (19)

Referring to (14), we see that by setting the parameter «y to
oo (or (3 to 0), L[y, hy,, (jw)] becomes equivalent to v{[u,, —
h,,, (jw)E @, (jw) Uy, — hy, (jw)] — 0%(w)}. In the case of
a full rank matrix ®,.,(jw), the optimal filter corresponds to
the trivial solution u,,,. In the investigated case, however, since
®,..(jw) is of rank one, a straightforward solution cannot be
deduced by simply setting «y to oo as mentioned in [23] and a
careful study of this case is required to show that it leads to the
MVDR beamformer.

B. Minimum Variance Distortionless Response Beamformer

Imposing a distortionless response constraint to the noise re-
duction filter in the optimization problem in (12) amounts to
setting o(w) = 0. This is, indeed, the well know framework
leading to the MVDR filter [5], [8], [17]. Consequently, the ex-
pression of the MVDR can be expected to be closely related to
(18). Rewriting the constraint in (12) with o(w) = 0, we obtain

B {1€2.00(G0)|”}

= ss(w) [y, — hy, (J‘U>]Hg<JW)gH<J"J)
X [y, = hy,(jw)] =0 (20
or more simply
hif (jw)g(jw) = Gy (jw). 1)

Now, the problem (12) with o(w) = 0 can be reformulated as
(51, [8], [17]

min  h}! (jw)®., (jw)hy, (jw)
hno (J“-’)

subjectto Y (jw)g(jw) = G, (jw). (22)

Setting the derivative of the Lagrangian associated with the
above optimization problem with respect to h’ (jw) to zero,
we obtain

hy\ VDR, n, (Jw)
®,, (jw)g(jw)
g (jw) @ (jw)g(jw)

=G, (jw)
(23)

Multiplying and dividing the second term in (23) by
¢ss(w) and knowing that g"(jw)®,'(jw)g(jw) =
tr{® ! (jw)g(jw)g (jw)}, we can get rid of the explicit
dependence of the above filter on the channel transfer functions
and obtain the following form [5]

‘I’;vl (jw) Puw(jw)

@) o

hy\ VDR, n, (Jw) = (24
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Y (jw)
Yz(jw) A ) )?(/w)
. Xl l)lirow) + !
R ' D
Y ) A -
X (o)
n (o)
(o)
n, (®) "

Fig. 1. GSC structure; particular case ng = 1.

Naturally, since we are literally solving a particular case of the
general problem defined in (12), i.e., with o(w) = 0, we see
from (18) and (24) that the MVDR is nothing but the PMWF
with a parameter 5 = 0 (i.e., PMWF-0). More importantly,
note that in the above expressions, there is no need to know
the channel impulse responses (or their ratios [17]) and only
estimates of the statistics of the noise and the speech signals are
required. This can be done as in [12], [15], [22] exploiting the
noise stationarity.

C. Generalized Sidelobe Canceler

The optimization problem (12) with o(w) = 0 can be trans-
formed into an alternative form when the GSC whose structure
depicted in Fig. 1 is implemented. Three components are re-
quired to completely define this filter [17], [32]:

1) an NV x 1-dimensional distortionless beamformer which is

given by f(jw);

2) an N x (N — 1)-dimensional blocking matrix that creates
a noise reference signal, 7(jw), and is denoted as B(jw)
in the sequel;

3) an (N —1) x 1—dimensional noise canceller that optimally
combines the components of n(jw) (noise reference sig-
nals) and is denoted as n(jw).

In this paper, we choose the first components as
tr{®..(jw)} "

This filter introduces no distortion to the speech signal. Indeed,
the signal X,,, per(jw) at the output of f(jw) is given by

f(jw) (25)

X pBr(jw) = £7 (jw)y (jw)

= X, (jw) + £ (jw)v(jw).  (26)
Note that in [20], [21], and [32], this first branch of the GSC
structure was chosen as a delay-and-sum beamformer. This
leads to high sensitivity to microphones mismatch, inaccuracies
in time difference of arrival estimation, and more importantly
reverberation. A first implementation of the GSC based on the
channel transfer function estimates was proposed in [10] to
reduce not only the noise but also reverberation. Later, another

form has been proposed in [17] where the channel transfer
functions ratios were considered for noise reduction. However,
the latter method was still confronted with the estimation of the
channel transfer-function ratios.

In the GSC structure, we also need a noise reference signal
that contains no speech component to avoid signal cancellation.
This noise reference signal is created by passing the microphone
outputs through the blocking matrix B(jw) in the second branch
of the structure depicted in Fig. 1. The choice of B(jw) is not
unique. Indeed, any matrix with columns spanning the (N —
1)—dimensional subspace orthogonal to g(jw) is able to block
the speech and create a speech-free signal that can be used as
a reference for the noise. A particular choice of this matrix is
given by

0(no—1)x (N —no)
_Xfo+1;N(j‘”) (27)

Xono (G)
TN —no)x (N=no)

To—1)x(mo-1)
 Xitng—1(@)
X5 (G)
O(N—no)x(no—1)

B(juw) =

where Xy.,, 1(jw) = [a(jw) Xno—1(jw)]", and
Xng+1:n(Jw) = [Xnp+1(Jw) x~n(jw)]T. Both
vectors and Xp,(jw) are chosen such that x(jw) =
[XTing—1(J@) Xno(Jw) Xy 41:n (jw)]" is any vector collinear
to g(jw). A particular form (with ng = 1) of this blocking
matrix has been used in [21] to investigate the robustness of the
standard GSC beamformer to calibration errors. However, the
expression of x(jw) used therein is based on the propagation
delays between the microphones. This fact makes it valid only
in the absence of system model uncertainties (reverberation,
array geometry errors, spatial aliasing, etc.). In [17], Gannot
et al. used also a particular form of this blocking matrix
(with ng = 1) where the channel transfer-function ratios are
directly involved and estimated using a least-squares method
and plugged into (27). However, channel transfer-function
ratios estimation remains a challenging task. In [20], another
form of this matrix has been proposed. This matrix is based
on the generalized eigenvector decomposition of the matrices
®,,(jw) and ®,,(jw). Here, we propose to use this vector

x(jw) = oz (jw)un, = QSSS(‘U)G;O (Jw)g(jw). (28)
Obviously, using x(jw) is theoretically equivalent to the utiliza-
tion of the true channel transfer function ratios. Indeed,

xiliw) _ Giw)
Xio (Jw) G (Jw)

However, when compared to the methods proposed in [17] and
[20], no additional complexity is needed once the PSD matrices
are properly calculated. Indeed, neither least-squares fitting as
in [17] nor generalized eigenvector decomposition as in [20] are
required. When compared to the GSC blocking matrix proposed
in [21], no assumption on the array geometry and the source lo-
cation (or estimated time difference of arrival between the mi-
crophones) is required.
Now, the output signal is given by

k=2,...N. (29)

A A

Xy (jw) = X DBF(jw) — Xng xc(jw) — (30)
Xy ne(jw) = 0¥ (jw)n(jw) 31)
Xoo,0BF (jw) = £ (jw)y (jw) (32)
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where n(jw) is defined such that the energy of X, (jw) is min-
imized. Note that

Ko (jw) = Xng (jw) + [£(jw) — Bjw)n(jw)]” v(jw).

(33)

Hence, minimizing the overall power of X no (Jw) with respect
to n(jw) amounts to minimizing the overall output noise energy
while keeping X, (jw) undistorted. We can easily establish the
optimal expression for the noise canceller as

n(jw) = [BY (jw)@,,(jw)B(jw)] "
x B (jw) @y, (jw)f(jw) (34)
= [BY (jw)®,, (jw)B(jw)]
x B (jw) @y (jw)f (jw). 35)

To sum up, the GSC beamformer is expressed as

h,,.csc = {Inxn — B(jw)n(jw)M ™ (jw)
xBT (jw)®,, (jw) H(jw) (36)

where M(jw) = B (jw)®,,(jw)B(jw), f(jw) is defined in
(25), and B(jw) is defined in (27). Again, noise and speech
statistics are directly involved in the proposed GSC filter and
they are assumed to be calculated separately. This can be done
as in [12], [15], and [22] exploiting the noise stationarity.

Theoretically, the GSC and the MVDR are equivalent though
they have different expressions [33] and the former is generally
preferred for adaptive implementations [10], [17]. Having this
in mind, we will investigate, in the sequel, the performance of
the PMWF-£ in terms of output signal distortion and noise re-
duction. This analysis applies not only for the Wiener filter, but
also for the MVDR which is a particular case of the PMWE-3,
and the GSC which is equivalent to the MVDR.

IV. PERFORMANCE ANALYSIS

Our analysis is based on the local performance measures (at
frequency w) defined in [1] and [6] and shown to give good
insight into the behavior of the single-channel time-domain
Wiener filter. These performance measures are the speech
distortion index vsq[hw g ,,, (jw)], the noise reduction factor,
&arlhwg o, (jw)], and the output SNR, SNRo[hw g, (jw)]
as defined earlier in Section II in the particular case of the
PMWF-4.

We have the following local performance measures (see the
proof in the Appendix)

i) =
Vs [hw g n, (Jw)] @) 37
Aw)]?
6o 0wpos (9] = gy OO
SNR, [hw g, (jw)] = A(w). (39)

Clearly, vsa[hw g, (Jw)] and &n[hw g, (jw)] increase with
respect to . However, the output SNR is independent of this
parameter since it is obvious from (18) that all the filters that can

be devised from the PMWE-g are equal up to a scaling factor
(which depends on the frequency and ). In Fig. 2(a), we plot the
theoretical variations of these performance measures with re-
spect to 3 in the case of white noise. We notice that the tradeoff
between noise reduction and signal distortion has to be made
in the multichannel case too. However, noise reduction can be
achieved (i.e., &n:[hw g, n, (jw)] can be higher than one) even
when there is no signal distortion (i.e., vsa[hw g, (jw)] = 0)
which is not possible in the single-channel case [1], [5], [26].
This is observed with the MVDR which preserves the speech
and reduces the noise. The corresponding performance mea-
sures are

Usd [MvDR n, (Jw)] = 0 (40)

A
€nr [AMVDR n, (Jw)] = SNS{U(Z;) 41
SNRo [hanivDR,n, (Jw)] = A(w). (42)

From (37)—(42), it is rigorously established that the signal
distortion is increasing with respect to the parameter 3. The
lowest signal distortion is achieved by the MVDR (or the
GSC). This comes at the price of lower noise reduction (i.e.,
Enr VDR no (JW)] < &ar[bw g, (Jw)], B > 0). These find-
ings will be numerically corroborated in Section V.

It is also important to note that thanks to the new simplified
expression of the signal distortion index (37), one can find the
relationship between o(w) defined in the optimization problem
(12) and the tuning parameter 3. Indeed, by taking the constraint
in (13) and using (37), we obtain the relationship

5o 0w

=1- a(w)““’)'

(43)

For a given 6(w) < 1, one can choose 3 and vice versa. The re-
lationship (43) is useful if one wants to impose a frequency-de-
pendent signal distortion following psychoacoustic models for
instance [28], [35].

Now, to better understand the gains in terms of signal dis-
tortion and noise reduction when using multiple microphones,
we investigate the particular case of spatially coherent and in-
coherent noise components. Then, we prove the SNR improve-
ment at the output of these filters using the magnitude squared
coherence (MSC) [36]. Note that the case of spatially diffuse
noise was also investigated and the same conclusions regarding
the tradeoff between signal distortion and noise reduction were
reached. However, no simplified expressions can be obtained to
allow for the analytical performance analysis.

A. Particular Case: Spatially Coherent and Incoherent Noise
Effects

To gain a better understanding of the noise reduction per-
formance of the PMWF-/3, we suppose that the noise can be
decomposed into a spatially coherent (a single point source of
noise) and incoherent noise (with identically distributed com-
ponents). In other words, we suppose that the noise PSD matrix
can be written as
(jw) +6(w)Inxn

®,,(jw) = c(jw)c (44)
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Fig. 2. Theoretical analysis. (a) Signal distortion index and noise reduction factor versus 3; N = 2 and input SNR = 0 dB. (b) Scalar coefficient relating
PMWF-1 and MVDR filters versus input SNR and number of microphones; anechoic environment.

where c(jw) represents the propagation path of the coherent
noise including the square root of the PSD of this noise (com-
bined herein for the sake of simplicity), and §(w) is the PSD
of the incoherent noise. Note that the effect of the noise on the
above performance measures is only seen with A\(w) for a given
value of 3. Hence, we will study the effect of both components
of the noise on A\(w).
Using the matrix inversion lemma, we have

1 Jp e _cliw)et ()
5) [N 7 5 + eGP

Combining this result with the fact that ®,.(jw)

@, (jw) =

bss(w)g(jw)g (jw), and after some calculations, we ob-
tain
Mw) = ¢SS(w<)S|(|§(jw>H2 [1— a(w)] (45)
where
&7 (jw)g(jw)|?
a(w) = —F——— (46)
oo * 1
¢(jw) = (c(jw)/[lc(jw)l]), and g(jw) = (g(iw)/llg(iw)l)-

The numerator of the second term in (46) clearly depends on
the collinearity between the propagation vectors of the coherent
noise and the desired source only, while the denominator de-
pends on the ratio of powers of the coherent and incoherent
noise. For a given value of §(w), we draw two important con-
clusions.

* By observing the numerator in (46), we find that in-
creasing the collinearity between c(jw) and g(jw) (e.g.,
by physically placing the noise source near the desired
speech) leads to larger values of a(w) decreasing, thereby,
the output SNR (i.e., A(w)) and increasing the signal
distortion (when 3 # 0). The behavior of the noise re-
duction factor depends on f3. Indeed, decreasing \(w)
(by increasing a(w)) to values larger than 3 decreases
the noise reduction factor. When A(w) becomes lower
than /3, decreasing A(w) leads to the increase of the noise
reduction factor.

* By observing the denominator in (46), we find that de-
creasing the power of the coherent noise (increasing the
ratio of coherent to non-coherent noise) leads to smaller
values of a(w). Consequently, the output SNR (i.e., A(w))
is increased and the signal distortion is decreased (when
0 # 0). The variations of the noise reduction factor depend
on /3 and \(w) as explained above. Finally, in the extreme
case where only the coherent noise is present (6 — 0) and
has a different propagation vector than the target source,
the noise is totally removed without distorting the desired
speech signal.

In the absence of coherent noise, we have

A(w) = SNR(@) [1 + Ry ()] 7)
where
IgG@)IE = Gy (j)* [L + Buy(@)]  @8)
S [Gajw)]
o) = 2 o GoP @

The performance measures corresponding to the PMWEF-3 be-
come

_ B
{8+ SNR(W) [1 + Ry, (w)]}’
(50)
_ {B+SNR(w) [1+ Ry ()]}’
SNR?*(w) [1 + Rn, ()]

Usd I:hVVﬁ,no (]W):I

€nr [hw g n, (Jw)]

(51)
SNR, [hw ., (jw)] = SNR(w) [1 + Ry ()]
(52)

By observing the above performance measures, we conclude the
following.

* For an invariant environment, increasing the number
of microphones amounts to adding more diversity
(other propagation paths), thereby increasing R, (w).
Hence, when the number of microphones increases,
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Vsd[hw g n, (jw)] and SNR,[hy g ,,, (jw)] are enhanced

for the PMWEF-3 (decreasing signal distortion when

B # 0 and increasing noise reduction and output

SNR). A similar improvement is observed when the

input SNR is increased. However, &ni[hwg,,(jw)]

variations depend on the input SNR when 0 # 0.

Indeed, for large input SNR values, increasing the

number of microphones increases the noise reduction

factor. Conversely, for sufficiently low input SNR,
buslhwpn, Gw)]  ~  (B/SNREW)[L+ Ry ()],
meaning that increasing the number of microphones
deteriorates the noise reduction capabilities. Actually,
observing the noise reduction factor alone is
not enough to understand the gains in terms of
output SNR in this case. Indeed, one has to also
observe the effect of the number of microphones
on the signal reduction factor® & [hwg,, (jw) =
<¢1710-T710 /hwg,no (jw) P (jw>hVV,3,n0 (jw)) =

([B+ A(w)]? /A2 (w)). It is easy to

see that SNRo[hw g, (Jw)] =

SNR () (e B 1, (742)] e [ .y (). By consi-
ering (47) and for sufficiently low input SNR, we can show
that EuslBw s,n ()]~ (82/SNRE(@)[1+ Ry ()]?),
meaning that &[hwpg, (jw)] decreases at a rate
[1 + Ry,(w)] lower than {uc[hwg,,, (jw)]. Then, by
observing the relationship between &u:[hw g ,, (jw)],
Eselhw g, (Jw)], and SNR,[hyw g ,, (jw)], one can
understand the output SNR gains in spite of the losses in
terms of noise reduction factor in this case. Note also that
Enr[DMVDR,n, (Jw)] (ee., B = 0) is always increasing as
the number of microphones increases.

* As the input SNR or number of microphones increases,
all filters derived from the PMWEF-( tend to have similar
performance in terms of noise reduction factor and signal
distortion index. This result can be more evidently seen in
the anechoic case where R, (w) = N — 1. At a given
frequency w, the Wiener and MVDR filters, for example,
are related up to a scaling coefficient. Precisely, we see
from (18) and (24) that

1+ Mw)
Aw)

In Fig. 2(b), we represent the theoretical variations of the
scaling factor relating both filters for a given frequency
with respect to the input SNR and the number of micro-
phones in an anechoic environment. Clearly, both filters
seem to have similar effects on the input signals when
the number of microphones and/or the SNR is sufficiently
high. The major differences between both filters can be no-
ticed at low SNR and small N.

* According to ), SNR(w) =
(¢ss(W)/Puw(w))|Gny (jw)|>. Therefore, choosing the
signal microphone experiencing the highest input SNR
leads to the best performances.

hyvivpR,n, (Jw) = hy ,,, (jw). (53)

3We define the signal reduction factor in a similar fashion to the noise reduc-
tion factor in (10).

* The same performance measures corresponding to the non-
causal single-channel Wiener filter have been derived in
[5]. Those results correspond to the particular case of N =
1. Thus, the multichannel case theoretically provides better
performance than single-channel processing.

B. Proof of the Output SNR Improvement Based on the
Magnitude Squared Coherence

Here, we take advantage of the MSC in a similar fashion to the
squared Pearson correlation coefficient in [26] to prove the SNR
improvement at the output of the PMWE-/3. Note that proofs for
SNR improvement with the time-domain single-channel Wiener
filter can be found in [1] and [26] and a quite involved one for the
time-domain multichannel Wiener filter can be found in [24].
The proof provided herein applies not only to the PMWE, the
MVDR and the GSC but to other filters such as the maximum
likelihood and maximum output SNR since they are all equal
up to a scaling factor for a given frequency ([34] and refer-
ences therein). In particular, for hy g ,,, (jw), hw ,, (jw), and
hyvivpR,n, (Jw). we have the following result:

SNRo [hw 5., (jw)] = SNR, [hw ,, (jw)]

= SNRo [hvvor,n (jw)] . (54)

We make the following statement.

Statement: The local SNR at the output of the non-causal
multichannel Wiener filter is larger than the input SNR. In other
words, we have

SNR,, [l n, (jw)] > SNR(w). (55)

Proof: For two random processes z(t) and y(t), the MSC
is expressed as [36]

Poy(W) = P (W) byy(w)

We always have [36]

0<pZ,(w) <1 (56)
Using the notation in (3) and the fact that hw ,, (jw) =
P, ! (jw)Pre(jw)uy,, we obtain
P2 (w) _ |E {Xno(jw)Z*(Jw)} |2
o (:b:rno.rno (w)qszz (w)
e, (60) By () ()
stnozno (w)
SNRO hvvn jw
= L ,)] P2 4 (w). (57)
1+ SNR [hw ,, (jw)] om0
Indeed,
. N
|UZO‘I’zz(Jw)hw,n0 (]w)l
. 1y . . 2
= |u£0 émz(]w)(ﬁyyl(]w)i)yy(]w)hvv,no (j(/.))|
2
= [Bwlh, () @y ()b o ()] (58)

and
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pi 2o dng (w)
_ B {Xn(w) Dy, (50 } |2 59
(bz"ox"o( )('bd"od"o(w)

2

(B, (i) @y ()P o (G00)| .
iy (@)W, (J0) B (j00 )P 1y ()
Using (56) and (57), we deduce the following result:
SNR, |hw ,,. (j

e(@) < [ ) 61)

~ 14 SNR, [hw , (jw)]
In addition,

lug, @y, (jw)hw 5, (j0)?

Pungtng (W)W 1, (60) By (J0 ) iy (J0)

Replacing hyy ,,, (jw) by its expression, we find

Py = (@) =

) SNR(w) Py g (W)
Py, =(w) = T : —
1+ SNR(w) hw 'y, (jw)®yy (jw)hw 'y, (jw)
SNR(w) 1

[+ SNR(@) 72, (@)

The latter result combined with (56) implies that
SNR(w)
2
_— 62
p.rnoz(w) — 1 + SNR((U) ( )

Now using (61) and (62), we obtain

SI\I]RO [hw7n0 (j(U)] 2 (w) SNR((,U)
1+ SNR, [hw ,, (jw)] ~ Poro =) = T1 SNR(w)

We conclude that

SNR, [hw ,,(jw)] > SNR(w). (63)

O

Again, this proves that all linear non-causal filters which are

equal to the PMWEF-1 up to a scaling factor (e.g., the MVDR)
enhance the SNR at their output.

V. NUMERICAL EXAMPLES

In this section, our aim is to prove the efficacy of the fil-
ters developed above and highlight the tradeoff between the
signal distortion and noise reduction in the multichannel case.
Precisely, we will investigate the performance of the filters
PMWF-1 (i.e., Wiener), the PMWEF-10 (8 = 10), the PMWF-0
(i.e., the MVDR), and the GSC. Without loss of generality,
we will take the first microphone ny = 1 as a reference.
The results of our simulations are presented in terms of the
performance measures, vsq, {nr, and output SNR, in addition
to the log-likelihood ratio (LLR) between the estimated signal
and the clean signal captured by the first microphone [35, Ch.
10]. This signal distortion measure has been shown to be very
correlated to human subjective evaluation (with a correlation
factor of around 0.61) [37]. Most results are presented in terms
of the global version of these performance measures (e.g., refer
to (6) where we define the global SNR) except in Figs. 7-9.

It is important to note that the expressions of the GSC and
MVDR filters (24), (25), (27), and (36) involve divisions by
some quantities that might decay to O due to speech absence or
common zeros between the channels [5, Ch. 4]. Therefore, all
quantities in the denominators are kept above certain thresholds.

In the investigated scenarios, the speaker is located in a rever-
berant room with dimensions# length = 6.7, width = 6.1, and
height = 2.9 (z X y X z). We consider a uniform linear array
of N (varied between 2 and 10) microphones which is placed
on the axis (y, = 5.6,z = 1.4) with the first microphone
at the coordinate x,,; = 2.437 on the z-axis and the micro-
phones spacing is A = 0.2. The source is around 2-min-long
female speech’ sampled at 8 kHz and located at (z, = 1.737,
ys = 4.6, zs = 1.4). The image method [38] (following the
description in [6, Ch. 2]) was used to generate the impulse re-
sponses (0.5-s-long each) which are convolved with the speech
signal before adding a computer generated white Gaussian noise
with a long-term input SNR = 0 and 10 dB, evaluated at the first
microphone as defined in (5). The signals are cut into 75% over-
lapping frames of duration 256 ms (L = 2048 data samples)
each as in [31]. Once the observed signals are filtered in the fre-
quency domain, they are transformed into the time domain and
only the last output samples are kept to limit the circular convo-
lution effect (we assume that the filter lengths are less than L/2
in the time domain such that only the first L/2 samples of the
output signals are affected by the circular convolution) [39]. To
handle the filters non-causality, we proceed as in [10], [17], [31]
through three stages: transforming the filters estimated in the
frequency domain to the time domain, then truncating them® to
impose the non-causal FIR constraint, and finally transforming
them back to the frequency domain to perform the filtering. We
are interested in assessing the performance of the filters devel-
oped above and the different tradeoffs. Hence, we put aside the
problem of noise statistics estimation and suppose that the noise
samples are known for any processed data frame as in [29] and
[30]. The noise and noisy data PSD matrices are estimated in
a batch mode using the Welch’s modified periodogram [40].
For further details about noise statistics estimation, we refer the
readers to [35, Ch. 9]. Two reverberation conditions are consid-
ered herein. The first one has Ty ~ 0 ms (anechoic environ-
ment) and the second has Tgg ~ 270 ms. Other scenarios (with
different reverberation times and types of stationary and non-
stationary noise) were also tested, and similar conclusions were
obtained.

Figs. 3 and 5 depict the variations of the signal distortion mea-
sures with respect to the number of microphones (from 2 to 10)
in the two reverberation conditions. Note that we also included
the performance of the single-channel non-causal Wiener filter
(PMWE-1 with N = 1). When trying to keep the speech undis-
torted in the single-channel case, no noise reduction can be
achieved [26]. This corresponds to the trivial unity gain filter

4All dimensions and coordinates are in meters.

SOther sources were tested and the one chosen here is long enough to have
reliable estimates of all the performance measures.

6We only keep the taps in the interval [—512 512]. This choice is motivated
by the hypothesis of non-causal and infinitely long filters in our study.
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Fig. 3. Signal distortion versus number of microphones. (a) Log-likelihood ratio. (b) Signal distortion index; input SNR = 0 dB, T60 =~ 0 ms.
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Fig. 4. Noise reduction versus number of microphones. (a) Noise reduction factor. (b) Output SNR; input SNR = 0 dB, T59 =~ 0 ms.

and is not considered in our simulations. We first see that using
PMWFEF-1 with multiple microphones is more beneficial in terms
of signal distortion than the single-channel case. In addition, the
highest signal distortions are observed with the PMWF-10 and
PMWE-1 while relatively low signal distortions are seen with
the MVDR and the GSC. This confirms the effect of the choice
of the tuning parameter [ that we expected in Section IV. In-
creasing the number of microphones reduces the signal distor-
tion for both filters PMWEF-1 and PMWF-10. Theoretically, the
MVDR and the GSC are equivalent. Hence, they are expected
to have the same performance. Slight differences between the
results obtained by both filters are due to the estimation errors
involved in the estimation of the PSD matrices and the reverber-
ation. This numerical issue is also seen with the log-likelihood

ratios and the signal distortion index values which are not equal
to zero as they theoretically have to be. Moreover, increasing
the number of microphones would, theoretically, have no ef-
fect on the signal distortion which must be equal to zero even
when only two microphones are used. In practice, however, in-
creasing the number of microphones leads to more estimation
errors since the required PSD matrices become of larger sizes
and more auto- and cross-PSD terms are estimated, thereby in-
creasing the overall estimation errors and leading to more signal
distortions with the MVDR and the GSC. The increase of the
reverberation time also has a detrimental effect on the signal
distortion index for all filters. However, as we are taking suffi-
ciently long filters, the log-likelihood ratio and the output SNR
seem to be unchanged. In all cases, we observe that the resulting
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Fig. 6. Noise reduction versus number of microphones. (a) Noise reduction factor. (b) Output SNR; input SNR = 0 dB, T4 =~ 270 ms.

signal distortion measures comply with the theoretical effect of
the tuning parameter (3 and the number of microphones N. In
Figs. 4 and 6, we see that increasing the number of microphones
leads, as expected, to more output SNR gains. Again, the ef-
fect of the choice of the parameter 5 complies with the theo-
retical findings of Section IV. Indeed, the highest noise reduc-
tion values are achieved by the PMWF-10 while the lowest are
achieved by the MVDR and the GSC. This proves the tradeoff
between the signal distortion and noise reduction in the multi-
channel case. The MVDR and GSC filters are desired because
of their low speech distortion. However, this comes at the price
of low noise reduction, especially when few microphones are

used. The PMWF-1 and PMWEF-10 are able to better reduce the
noise at the price of distorting the target signal. However, the
utilization of more microphones seems to be a good solution to
achieve both goals: more noise reduction with less speech dis-
tortion. We also see that larger values of (3 lead to larger global
SNR gains. This result is not straightforward to observe in the
theoretical expression of the global SNR itself, but can be intu-
itively explained. Indeed, the increase of (3 globally attenuates
the noise power at a higher rate than the target signal.

Figs. 7-9 depict the effect of the increase of the number of
microphones on the performance of these filters in the anechoic
environment (a similar behavior is observed in the presence of
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Fig. 8. Noise reduction factor versus frequency. (a) Two microphones. (b) Ten microphones; input SNR = 0 dB.

reverberation when the filters are long enough). We focus on
the particular cases of two and ten microphones and represent
the local performance measures that we analyzed in Section IV.
We see that the PMWEF-1 and PMWEF-10 are much more aggres-
sive in terms of both noise reduction and signal distortion espe-
cially when only two microphones are deployed. The MVDR
and the GSC result in less speech distortion generally, even
though the former exhibits some instabilities (sharp spike seen
in Fig. 7(a) at some frequencies due to some numerical issues
in the absence of speech energy. When ten microphones are de-
ployed, the signal distortion index is decreased at the output
of the PMWF-1 and PMWEF-10, and slightly increased for the
MVDR and the GSC. Note how the PMWE-1 tends to have the
same effect in terms of signal distortion on the PMWEF-0. The

output SNR in Fig. 9 is increased for all filters. The noise reduc-
tion factor behavior in Fig. 8 agrees well with our theoretical
study. Indeed, it is increased for the PMWF-1 and PMWF-10
at relatively low frequencies (with high input SNR) when the
number of microphones increases from 2 to 10. An opposite
behavior is observed at relatively high frequencies (with lower
input SNR). The local output SNR seems to be equal for all
filters in most of the frequency range, thereby confirming (54).
Another important result that can be drawn from these local per-
formance measures is that when the input SNR increases (low
frequency range), all filters tend to be less aggressive in terms of
signal distortion and the output noise reduction factors are com-
parable (especially at relative high input SNR frequency bins).
This fact is confirmed by the global version of these perfor-
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TABLE 1
PERFORMANCE OF THE PMWEF-1, MVDR, GSC, AND PMWF-10; INPUT SNR = 10 dB, N = 10 MICROPHONES

Performance index | PMWF-0 (GSC) | PMWF-0 (MVDR) | PMWF-1 | PMWEF-10

LLR 0.075 0.070 0.116 0.43

vsa [dB] —27.59 —27.61 —27.15 —19.6
Teo ~ 0 ms

&ar [dB] 11.8 11.68 12.35 14.19

SNR, [dB] 21.84 21.74 22.33 23.85

LLR 0.101 0.096 0.15 0.49

Vsd [dB] —-16.31 —16.32 —-16.17 —14.41
Tso ~ 270 ms

&nr [dB] 11.74 11.62 12.28 14.10

SNR, [dB] 21.42 21.30 21.90 23.36

mance measures in Table I. Therein, 10 microphones are used
and the global input SNR is set to 10 dB. Clearly, the PMWEF-1
tends to have comparable performance as the MVDR and GSC
in terms of the dual effect: noise reduction versus speech distor-
tion. The performance measures are improved for the PMWF-10
too, but the signal distortion introduced by this filter is still rel-
atively high.

In Table IT, we compare the performance of the proposed GSC
filter (New GSC) to the one proposed in [17] which is based
on the ratios of channel transfer functions (TFR-GSC). We as-
sume that the channel transfer functions are known. We also
compare the results to the GSC structure proposed in [20] in
different scenarios. Note that the latter has been shown to out-
perform the delay-and-sum based GSC [21], [32], and the GSC
based on the estimates of the channel transfer functions ratios
using least-squares method in [17]. The main reasons for that is
that the delay-and-sum-based GSC generally assumes free field
propagation with known array geometry. This fact makes it sen-
sitive to system model uncertainties (e.g., time delay estimation
errors, array geometry uncertainties, and reverberation), while

the one in [17] is confronted with the problem of estimating the
channel transfer-function ratios which is sensitive to PSD esti-
mation errors, noise, and reverberation. The GSC of [20] is de-
noted herein as GEV-GSC since its blocking matrix is based on
the generalized eigenvector (GEV) decomposition of ®,,(jw)
and ®,, (jw) while its first branch consists of a delay-and-sum
beamformer. To estimate the time delay between the micro-
phones, we used the generalized cross-correlation method with
the phase transform weighting (see [6] and references therein).
We also exploited the prior knowledge of the array geometry.
In this simulations setup, we choose the number of microphones
N = 6 and fix the input SNR at 0 and 10 dB. The results are pre-
sented for the two reverberation conditions considered above.
We notice that the TFR-GSC performs the best in terms of
signal distortion. The reason is that the channel transfer func-
tions are known. This strong assumption is not practical and
acoustic channel transfer functions (or their ratios) estimation
is quite a difficult task. The proposed GSC beamformer outper-
forms the GEV-GSC in terms of signal distortion. Actually, the
delay-and-sum beamformer at the first branch of the GEV-GSC
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TABLE II

COMPARISON OF THE PROPOSED GSC BEAMFORMER (NEW GSC), THE CHANNEL TRANSFER FUNCTIONS RATIOS-BASED GSC WITH KNOWN AND TRUNCATED

IMPULSE RESPONSES (TFR-GSC), AND THE GENERALIZED-EIGENVALUE-BASED (GEV-GSC) ONE; N = 6 MICROPHONES

Input SNR = 0 dB Input SNR = 10 dB

Performance index | Ideal TFR-GSC | New GSC | GEV-GSC || Ideal TFR-GSC | New GSC | GEV-GSC

LLR 0.00018 0.25 0.33 0.00018 0.06 0.32

Usd [dB] —49.28 —18.22 —4.17 —49.28 —27.95 —4.63
Tso ~ 0 ms

&nr [dB] 8.97 10.01 13.86 8.97 10.0 11.33

SNR, [dB] 9.01 10.06 12.05 19.01 20.02 19.69

LLR 0.014 0.22 0.36 0.016 0.09 0.31

Usa [dB] —28.50 —13.98 —2.51 —28.50 —15.95 —2.78
TG() =~ 270 ms

&nr [dB] 8.43 9.99 14.22 8.43 9.77 11.74

SNR, [dB] 8.45 9.6 11.54 17.30 19.41 19.06

is very sensitive. This fact is observed even in the absence of re-
verberation where the estimation of the time delay of arrival is
affected by both factors: noise and non-robustness of the hy-
pothesis of far field’” to properly estimate the time delay and
align the signals. In addition, the delay-and-sum branch ignores
the attenuation and reverberation effects on the speech. All these
factors cause the speech to leak into the noise reference signal
and lead to its cancellation and distortion. Hence, high values of
the speech distortion index and log-likelihood ratio are achieved
by the GEV-GSC as compared to the proposed GSC in all the
investigated scenarios. Regarding the ability of these filters to
reduce the noise, notice that all filters lead to almost similar
output SNR (with slight advantage to the GSC-GEV and lower
values for the TFR-GSC). These results illustrate the ability
of the proposed GSC filter to reduce the noise while keeping
the speech undistorted with no additional computational com-
plexity (no GEV decomposition). Indeed, it performs matched
beamforming at its first branch and a simple projection on its
second branch to create the noise reference. These branches are
designed regardless of the array geometry and source position
by taking the speech and noise PSD matrices with no additional
computations.

VI. CONCLUSION

In this paper, the general framework for the design of
non-causal noise reduction filters for microphone arrays is
investigated. The general parameterized expression for the
non-causal multichannel Wiener filter is derived regardless of
the system configuration (microphone array geometry, source
location, and reverberation). The MVDR is simply a particular
case of this generalized expression. Essentially, the parameter-
ized non-causal Wiener filter and the MVDR are derived from
the same optimization problem leading to similar expressions
that depend on the speech and noise statistics only. We also

TNote that for six microphones the array has a dimension of 1 m and the
distance separating the source from the first microphone is 1.3 m.

proposed a new expression for the alternative implementation
of the MVDR, i.e., the GSC that depends on the signal and noise
statistics only. In the second part of this work, we investigated
the theoretical performance of these filters and found inter-
esting relationships between the input SNR, noise reduction,
signal distortion, and the output SNR. Indeed, we highlighted
the tradeoff between the signal distortion and noise reduction
in the multichannel case. Naturally, the MVDR and GSC lead
to similar performance. They both aim at preserving the signal
while reducing the noise. In contrast, the multichannel Wiener
filter aims at jointly optimizing both criteria. Therefore, the
lowest signal distortion and noise reduction values are achieved
by the GSC and MVDR filters. Furthermore, we theoretically
proved that these filters improve the output SNR, thereby con-
firming their ability to reduce the noise even when the speech
signal is preserved. Finally, we provided some numerical
examples to confirm our theoretical study and show that with
increasing SNR and number of microphones the Wiener filter
and the distortionless beamformers (MVDR and GSC) tend to
have similar behaviors in terms of signal distortion and noise
reduction. Other comparisons were also provided to show the
efficacy of the proposed GSC beamformer.

APPENDIX
CALCULATION OF THE LOCAL PERFORMANCE MEASURES

Herein, we present detailed calculations of the simplified ex-
pressions of the performance measures in (37)—(39). Using (18),
we obtain

hw ), (10) @ (jw)hw g g (j0)

= ;UT jw)® L (jw
RESYO) o P (W) R, (Jw)
X QLU(]M)(I);J(Jw)(ﬁiﬂﬂ?(jw)u’ﬂo

1
= mui)<I>m(jw)¢>;;(jw)@m(jw)uno,
(64)
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Note that by wusing the fact that

bss(w)g(jw)gH (jw), we obtain

®..(jw) =

u) . (jw) P (jw) Par (jw)uy,
= $2,(w) |Gy (jw)” 8" (jw) @7, g (jw)
= Gy zng (@)1 { Pas(w)g™ (jw) @, 8(w) }
= ‘bznoxno (w)tr {‘I);ul 8 (Jw)}

= Grpy iy (WAW). 65)
Hence,
. . . by, (W) AW
b 70 o ) = 2287 )
(66)
On the other hand,
hW(Ii{,nO (jw)q)TT(]w)hWﬁno (_](U)
_ L T NS —1(4
- [,8+ A(w)]zuno®w1(Jw>§vv (J(U)
X (I)xx(jw)@;vl (jw) oz (jw)ty, . (67)

Using the decomposition of ®,.,.(jw) and the expression of
A(w) in (16), we obtain
ugo (I>zz(j“-’)@v_ul(jw)‘ﬁmz(jw)i)_l(jw)i)zr(jw)uno

v

= Garynn, (@)1 { {87) () @0a (i)} } . (68)

Since @1 (jw)® . (jw) is of rank one and has \(w) as a unique
non-zero eigenvalue, we deduce that

tr{[@,1(0) @ ()] '} = N2(w). (69)
Now, using (68) and (69) jointly with (67), we obtain
. . . Py (WA (W)
hV\r’[I'}{,ng (]w)QﬂW(Jw)hWﬁ,no (j(U) = [/8 ¥ /\(w)]Q
(70)

We also have

ugo P, (j“-’)hWﬁ,nO (]w)
1 T . —1/ - .
=——"u, P, (jw)P,, P,.(7 ne- (71
Again, using the decomposition of ®,.,.(jw) and the expression
of A(w) in (16), we obtain

AW) ¢z, z., (@)
B+ AMw)
Now, by plugging (70) and (72) into (9), we obtain (37). Plug-
ging (66) into (10) and using the definition in (5), we obtain (38).

Finally, plugging (66) and (70) into (11) and using the definition
(5), we obtain (39). O

u) @ (jw)hw g, (jw) = (72)
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