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Design Methodology and Advances in
Nested-Miller Compensation

Gaetano Palumb&enior Member, IEEEBNd Salvatore Pennjsflember, IEEE

Abstract—The nested Miller compensation of three-stage am- |C[C
plifiers is reviewed by using a simple design-oriented approach. 1
The method provides stable amplifiers by accurately controlling
the overall phase margin as well as that of the internal loop. Fur-
thermore, the use of nulling resistors to remove the RHP zeros is Vi Vo
discussed and optimization criteria are described. A novel tech- o —20
nigue is presented which allows an amplifier's frequency and set-
tling performance to be greatly improved without increasing power
consumption. Thanks to the small compensation capacitors em-
ployed, the approach is amenable for integration and in particular
where large load capacitors have to be driven. SPICE simulations
based on a 0.8em CMOS design are given and found in remark-
able agreement with the theoretical analysis.

Index Terms—Amplifiers, analog integrated circuits, circuit sta-
bility, CMOS analog integrated circuits, CMOSFET power am-  Fig. 1. Basic module fomultipathNM zero cancellation.
plifiers, compensation, feedback amplifiers, feedback circuits, fre-

uency compensation, multistage amplifier, zero compensation. -
d y P g P P poor frequency performance of NM-compensated amplifiers.

For instance, in [2] a technique which allows the maximization
|. INTRODUCTION of the gain-bandwidth product is described.

UE TO THE decrease in supply voltages, cascode tOpoloi\,/lé\lthough the. effects ofkparasmc zelr<os !ntroduced by t?1e
gies are not suitable for IC applications demanding bo compensation network were not taken into account in the

. ) . . L . early literature, for low-voltage low-power CMOS designs
high gainand swing, such as high-accuracy and high-linearity ar : .

! L : i . ! -the removal of the right-half-plane (RHP) zero is mandatory
cuits, and high® (switched-capacitor) filters. Presently, ampl ind different strategies have been developed. One such design

fiers exhibiting dc gains in excess of 100 dB can profitably be i s a transconductance-capacitance compensation scheme
plemented with a cascade of three simple stages. Therefore, e . P pensatic
based on the nesting of a basic module (shown in Fig. 1) [4],

tistage amplifiers and their frequency compensation have becom&J The last work describes a systematinuftipath) com-

increasingly important in modern microelectronics [1]—{4]. . . . o
: . o . pensation technique for a genefic-stage amplifier. However,
In the design of two-stage amplifiers, it is common practi . X !
. ) . . : the approach requires a computer-aided procedure to find
to employ theMiller compensation technique since it allows th

f latively | lued i i hi ?h?]nsconductance values for each amplifier stage (this is a first
use of a re;atively fow-vaiueéd compensation capact or_(w IGnitation since transconductances are generally set by other
is amplified by the Miller effect) and increases the achievab

bandwidth thank h Ik | littingf it ecifications). Moreover, the particular choice of the capacitor
andwidth thanks to the well-knovpole-splittingteature. ItiS | a5 jimits the maximum achievable bandwidth and the use

also known that the stability of Miller-compensated amplifiergf the feedforward transconductance has detrimental effects

is deteriorated by a right-half-plane (RHP) zero which must he, theCMRR as it creates an asymmetrical input-output path

eliminated in CMOS amplifiers especially in low-power app"increasing the common-mode gain by approximately one gain

cations, due to the low transconductance of MOS transistorsgioqa-
Miller compensation can also be applied to multistage ampli- Recently, another approach for RHP zero removal was re-

fiers [5]-[12], and in this context three main possible arrangg e [14]. It employs an auxiliary inverting stage which is used

ments have been recognized [4]. Tested Miller(NM) com- 4 jncrease (with the Miller effect) the internal compensation ca-

pensation is one of these, and can be profitably used when oglytiior. This auxiliary stage is not loaded by the external load ca-
the final gain stage is voltage-inverting. Several of the NM_COE\_H

- X : , X acitorCy,, but only by parasitic capacitances. In such a manner
pensated amplifiers considered in the literature are implementgfy compensation capacitors can be used allowing increased

in bipolar technology or have high-drive capability and are n@fnqwidth and slew-rate at the expense of a limited increase
designed for low-power CMOS applications [2], [10]. Here, th, circuit complexity and power dissipation. However, the pro-

main effort of researchers has been to improve the by ”atLHS’sed implementation [20, Fig. 6] has the damping-factor-con-
Manuscript received April 27, 2000; revised April 4, 2001. This paper watol-stage which operates in open-loop conditions, thus, its bias
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Fig. 2. Small-signal model of a three-stage NM-compensated amplifier.
cellation have beera priori excluded. It is our conviction /
Fhat_ this methpd remains .one_qf the best suited because® oA 0 © B o Ai=1 I o©
its inherent circuit-level simplicity, low-voltage low-power Cer Cey
requirements, and the possibility of converting a RHP zero in
a left-half-plane (LHP) one.
The purpose of this paper is twofold. /
« The NM compensation is reviewed. o—l A=l — © ° Al —| °©
. . . . . CC2 Ccz
« An efficient approach based on nulling resistors is pre
sented.
(@) (b)

Section Il presents a new, simple design-oriented methoa
which, by neglecting the effects of parasitic zeros, providesy. 3. Compensation network: (a) With voltage followers; (b) Current
results in agreement with those reported in previously pufglowers.
lished works. As customary in amplifier design, we use the
phase margin) as the main design parameter which, in |n (1) A4, is the dc open-loop gain equal to
conjunction with the gain-bandwidth produdsBW), is the o o o4 .r 7005 and wpy is the frequency of the
most meaningful and can simply be set by a pencil-and-papgiminant polev,; & 1/ (ro1gmaroagmsro3Cey ), which gives
computation. Techniques for the removal of RHP zeros usifige gain-bandwidth produati; sy, of the amplifier
nulling resistors are also dealt with in Section Ill, and an

optimization of the method suggested in [15] is given. In wapw = Aowpr & gm1 )
these above two sections an assessment and optimization of Cc

previously presented works is hence attempted. Regard'p:a
the second point, a compe_nsat_ion approach .WhiCh _explo ros. Since the coefficients of theand s* terms in the nu-
dpuble pole—zero car)cellauon is presented n _Sectlon ! ierator are both negative, a RHP zero is created that is located
Finally, SPICE simulations on a three-stage amplifier exampé

. . Pt a lower frequency than the other LHP zero. Both zeros can be
implemented in a O.&r_n CMOS teqhnology and powered Wlthnominally eliminated by using voltage followers [16], [17] or
a 2-V supply are provided in Section V.

current followers [18], [19] which break the feedforward path.
These compensation networks are depicted in Fig. 3(a) and (b).
Il. NM COMPENSATION As already mentioned, another solution is the multipath Miller

In this section, the NM compensation technique is reviewéPProach [13]. Referring to Fig. 1, we have a zero cancellation
by use of a novel design-oriented approach. Let us considlefme €qualsg,,, due to the effect described in [4]. _
the small-signal equivalent circuit of a three-stage amplifier de-When using any of these well-known techniques or in the
picted in Fig. 2 including the compensation capacitors. ParaffiS€ of & very highy,,3, such as in power amplifiers [9], [10],
etersg,,; andr,; are thei-th stage transconductance and outptiglationship (1) can be simplified into

uation (1) also includes two other (higher) poles and two

resistance, respectively. Capacit6ksg represent the equivalent 1
capacitance at the output of each stage, whileis the equiv- A(s) = A, o oc .
alent load capacitor. In the proposed analysis, we neglect the (1 + wpl) (1 +52s + gm(j—gwfgSQ)

effects of the parasitic capacitan@gg since they are generally _ _ _
one order of magnitude lower than compensation capacitanced=quation (4) allows a very clear interpretation of compensa-
Under these assumptions and neglecting second-order terti@§) behavior. For a dominant-pole frequency response (which

the open-loop gain of the circuit in Fig. 2 is expressed by ~ means thatvgpw equals the unity-gain frequeneyr), the
second and third stage can be considered as closed in unity-gain

1— Ceo g _ CarCean 2 feedback configuration by capacit6f, acting as a short cir-
A(s) = A, gms3 Im2dms . cuitfor frequencies abover. Consider now the open-loop gain
(1 + w;) [1 + (giz - gﬁ) Ceas+ %SQL of the second and third stage alone (which we also refer to as the
inneramplifier), A;(s), its dc gain, the dominant pole,;; due
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to Miller effect onCc», and the second pole,.; at the output o—W——|——o0

terminal. They are all given by ® Reir  Co © ® o—
CC1 —W—o0 @
Aoi =Gm29m37T027 03 (4) O_—J\N\'——_l l O—! i— RC
1 R C
Wpli M — ) < < © €
7)02977137‘03001
oo Ngrn3 (6) @ ()
P2 CL .

Fig. 4. Compensation networks with nulling resistors: (a) Conventional one;
If now we assumet;(s) in unity-gain feedback connection, (?) With a single resistor.

the resulting closed-loop transfer function is characterized by ) _

exactly the same second-order polynomial as in the denomindfsft@nce, in [4] a third-order Butterworth frequency response

of (3), as demonstrated in the Appendix I. This simple consif? Unity-gain configuration is assumed, yielding the same

eration allows, in turn, the straightforward compensation tecB¥Pression oiCc» as in (8), while the expression @, is

nique discussed below. 4(gml/gmg). Cr, evaluated only for a phase margin of apout
For a well designed (i.e., with appropriate stability ma®0"- To achieve a better phase margin, say df, e term in

gins) inner amplifier, the second poley,,; must be located the square brackets of (1_1)sh0u|_d be e_qual to 5.8 instead 0f4_. In

well beyond the unity-gain frequenayy:, which, under the 9eneral, NM compensation requires high-valued compensation

dominant-pole behavior assumption, is given by capapitprs. Specifically, for high,,1 /g3 ratios, the yalue of
Cc1 is in the same range as that of the load capacitor and can

wri & Im2 (7) even be higher. This, of course, limits the maximum achievable
Cez bandwidth.
In order to avoid overshoot in the module of the inner ampli-
fier frequency response, a proper ratio,, betweenv,,; and lll. THE USE OFNULLING RESISTORS TOELIMINATE RHP
wr; has to be set. The trigonometric tangent of param&ter ZEROS

is the phase margin of the inner amplifier and a fairly optimum o, ,jjing resistor connected in series with the compensation

value is 2 (i.e., an inner phase margin of about Bavhich is ., completely eliminate the RHP zero or even transform it into
the minimum value guaranteeing a monotonic behavior in ”&eLHP one [20], [21]. This approach has been avoided in the

rr;odule qf the frequency response. This leads to the expressb%gt for NM-compensated amplifiers because of its exacting re-
of capacitorCics, quirements if used in a conventional fashion, as will now be ex-

Im2 plained.
Ceo=2 Cr. 8 . . . .
c2 9m3 L ®) Fig. 4(a) illustrates the conventionBRIC compensation net-

In other words, we have an external feedback loop throuﬁ\jf?rk to be used in the three-stage amplifier of Fig. 2, which

Ce1 and an inner one througfic». The stability of the inner cludes two nulling resistor&c, andRes.

loop must be first established so that we can proceed to the ex\—NIth the infroduction of these two resistors the open-loop

ternal one. Any design attempt not providing a proper phagéin given in (1) we obtain (12) shown at the bottom of the next

margin to the inner loop would inevitably require an extremel Age. Observe thataccording to the Appendix |, didy mod-

high value ofC; or even not achieve stability at all. 1es It_f;_e d(l-::[rjon]lnattl)r bet%al:?Q changets th? zlezro_of the [[rllngrf
Now we return to the frequency response of the who mplifier. Itis also clear that the numerator of (12) is greatly dif-

open-loop amplifier, which can be rewritten as ferent from that of (1) and nQOW depends g, andRc:. Now,
it is possible to nullify thes® term and to make positive the

1 1 i
Ay(s) = A, T ) term by choosing
wp1 wri | 2wZ, Reo = ; 1 . (13)
and evaluating the phase margin we get gm2gm3Bc1  gms

2 In this manner, the zero can be exploited to increase the phase

wr 1-— % (:TT) margin. However, a complex matching betwden; and R¢»
tan(¢) = tan | 90° — tan~t —L— | ~ or - is required. We shall not further develop this approach since, as
1- 252;7. wri described in the following, a better technique based on a single

_ o (10) ' nulling resistor was developed [15]. It is illustrated in Fig. 4(b).
Solving (10) forwy /wr; and combining with (2) and (7) gives  when applied to the amplifier in Fig. 2, the compensation
the expression of capacitan€e:; as a function of the required network in Fig. 4(b) gives the loop-gain expression (14) shown

phase margin at the bottom of the next page. In this case, ¢héerm in the
numerator can simply be set equal to zero by choosing
Co1 = [tan(d)) + y/tan?(¢) + 2} xCr, (11) 1
Re=— (15)
gm3

where we have defined equal t0g,,.1 / gms-
Equations (8) and (11), albeit very similar to those alreadynd the loop-gain only has a negative zero which can be used to
reported in previously published works, are more general. Hocrease the phase margin.
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It is worth noting that in this case, thecoefficient within pensation capacitors for heavy capacitive loads. For instance, if
square brackets in the denominator is independenfef g,.3 = 49,1 and for a target phase margin of°/@he required
Therefore, (8) cannot be used, but the same procedure can stilihpensation capacit@l-; becomes equal to 0Cg,.
be adopted to achieve new simple equationgfer andC¢:»,
for a given value of the inner and overall phase margin. After  IV. NULLING-RESISTORTECHNIQUE WITH DOUBLE

having substituted (15) in (14) and assuming as usja= 2 POLE—ZERO CANCELLATION
for th_e inner amplifier, we can sélc; and evaluate the phase To overcome the above drawback, an alternative compensa-
margin tion technique that can be profitably exploited in cases of heavy
Ceg =2 gm2 o (16) capacitive load is presented in this section.
9m3 — gm2 . .
o A. Design Equations
tan(¢) =tan | 90° — tan™! sz 4 tan~t YT The previous single-resistor compensation technique can be
1- Qw%;_ “z modified by adding another resistéi-- in series with capac-

2 Coe itor Cco, as illustrated in Fig. 5. Although this change may ap-

2wr; (:TT) +wz [2 - (f:f) } pear of marginal significance, it turns out to be very attractive
= 5 (17) since it allows pole—zero compensation to be achieved at the
:TT {wn {(:TT) — 2} + 2wz} same time, by using reduced values of compensation capacitors.

) This in turn leads to an improvement in terms of gain-bandwidth
wherew,, is the frequency of the zedy R-C¢y andwr;, com- product, slew-rate, and settling time.

paring (9) with (14) and using (16) i,3/2CL. Solving (17)  The transfer function of the amplifier in Fig. 2, using the com-

for wy; /wr and combining with (2) and (15) gives the value ohensation network in Fig. 5 becomes (20), shown at the bottom
capacitanc€'c, we obtain (18) shown at the bottom of the paggs the next page. It can be seen that the zeros can both be made

where again we have putequal t0g,1/gm3. By considering npegative and their values can be adjusted to exactly cancel the
thaty is lower thartan(¢) for the phase margin of interest (i.e. yyq higher poles. By again setting

for ¢ > 60° ), the above equation can be approximated well by

tan(¢) + /2 + tan®(¢) + 2x tan(ep) xCr (19) gm3

1+ x tan(¢) and equating the coefficients of the second-order polynomials
which is more suitable for pencil and paper design and is equég get
to (11) fory <« 1. As expected, compared to (11), (19) gives

Re = (21a)

CCl ~

. 9m3 — Im2
lower values ofC; for the same phase margin. Ce1 2%002 (21b)
It is interesting to note that we assumed no constraint for 1 ""CL
transconductances excepts > gm2, otherwiseCeo in (16) Reo :g o (21c)
m3 “C2-

would be negative. This allows the power consumption to be
optimized since low quiescent currents can be used and, per-
haps more importantly, we are free to choose the input aRd
output transconductances,; andg,.s. Unfortunately, like for Note that relations (21) are independenygf and, ideally,
classic NM compensation, this method still requires large conite compensation capacitors are also independent of the load ca-

Discussion

14+ [RCICCI + (RCQ - L) CCQ:| s — HlzgmsRengmaRor o) Oy s

Im3 Im29m3

A(s) = A, (14 2) 1+ (Bez + 55 — 55 ) Cens + S| (12)
Al = A [FoCer + (Bo = 5i5) Oca] s+ 2202 CerCeas® (14)

(14 2) 1+ (55 — 55 ) Cens + 2282000 57

“pl 3 Gm29m3

[\/X‘Z (26an2(¢) + 1) + 2xtan() + 2 + tan2(g) + tan(p) — X}

f— 1
Cer 1+ x tan(¢) xCr (18)
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® o—F— showing that the second pole and the zero remain very close
Ce —w—o ) provided thatCs < Cp. In this case, the second (RHP) zero
®o— —w— R¢ tends tog,,3/Cc2 and in order to ensure stability it must be
Cey Rgy higher than the unity-gain frequency given in (25a). Setting the
inner phase margin greater than®6delds g,,,3 > 2gmn2. The
Fig. 5. Proposed two-resistor compensation network. above relation establishes a lower limit for the ratio between

gma and g,,2. Under this condition, any value @«> lower

pacitor. This means that a suitable valu€ef, can be chosen to thanC', ideally ensures the stability of the inner amplifier. A
maximize the gain-bandwidth product, which can now reach th@nimum usable value foCc» exists in reality. Compensa-
same order of magnitude as an optimized two-stage Miller-cofien capacitors must be greater than parasitic capacitances at
pensated OTA [20]. Agaiw,,;s must be higher tham,,», so the high-impedance nodes to be valid for development. Besides,
that compensation elements will be positive. Moreover, theggd usually more important, slew-rate considerations posit the
relations only require matching of capacitors and transconddgndamental limit for the minimum value @, as discussed
tances. By substituting (21) in (20) we find that the transfer fung€low.
tion frequency response of the amplifier is now a single-pole It is well known that when the amplifier’s input is fed with
function. a large voltage step, the amplifier is not operating as a nega-
Observe that of all the possible solutions that reduce (20)tige feedback system and the output exhibits slewing behavior
a single-pole function, the one chosen has also the propertyl 2], [23]. This is usually caused by one of the differential input
providing an inherent pole—zero cancellation for the (open-loofsfnsistors that is completely turned off. Once the voltage dif-
transfer function of the amplifier constituted by only the secorf@rence between the two amplifier inputs is smaller than a cer-
and third stage. Indeed, denoting.as, andw}, their second tain amount, the input stage is able to restore negative feedback

pole and (negative) zero, respectively, these are given by ~ and the output voltage starts to settle. However, the closed-loop
slewing time interval can be greatly increased, and overshoot

Who —9m3 (22) canevenoccurif, in addition to the input pair, the (active) output
Cr transistor also turns off. In this case the input differential pair

wh = 1 (23) cannot restore feedback until the output transistor turns on. To
(RCQ + Re — gﬁ) Ceo prevent the deep cut-off of the output transistor, the intesfl

(given by the ratio between the maximum current available from
whose expressions perfectly match if (21) are used. Howevitre second stagé,,;», termed thesaturationcurrent, and’c-
the inner amplifier (as defined in Section II), which is closed) must be set not greater than the exte®R(given by the ratio
in feedback loop by capacit@, is comprised between thebetween the saturation current of the output stage;, andC/,
input of the second stage and the common nod&@$ and ). Hence we get
Rc. Therefore, according to our design methodology, we have
to primarily check the stability of thisinerfeedback loop. The Coo > Lsatz Cr. (26)
open-loop transfer function of the inner amplifier is sat3

14 (R e ReCooCy 2 Note that t_his effect ?s usually not seen gsing conventional

A (s) = A, - ( €2~ gﬂ) c2s T Ty 8 (24) compensat|or_1 strateg@s, as t_hey lead to high-valued compen-

' "1+ gmare2ro3Ceoas + 192703 CraCr s? sation capacitors, which lie in the same range as the load

) capacitor. As a result of the above considerations, we see that

whereAi, = gmaro2gm3ros. From (24) and using (21) we de-ihe potential of the proposed compensation technique cannot
rive the expressions of the unity-gain frequency and that of thg fyly exploited if only a moderate saturation output current

second pole and zeros of the inner amplifier is available and/or a large capacitive load has to be driven,
Im2 since large values of compensation capaciter, must be
wri :CCQ (253) ysed. This limitation is (substantially) overcome by adopting

. gm3 (25b) a class AB output stage with high drive capability. In this
wp2i = Cr, caseC¢2 needs only be greater than the parasitic capacitance
Wl gm3 (25¢) to (20) remain valid. Note that the implementation of a class

0L = Ceo AB output stage can be very straightforward in a multistage
e A Co 1) 9m3 (25d) NM-compensated amplifier where at least two high-impedance
Zn A ¢ C nodes with a phase shift of 18Gare available to drive the
c2 L
1 + |:Rccc,‘1 + (RCQ + RC - 9%3) OCQ:| s+ (1+QMZ§:;23123R07100100282
A(s) =4, (20)

Jm2 Im3 Im29m3

(1 + ﬁ) [1 + (RCQ +-L - L) Ceas + MCC?CW?}
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two output transistors. In contrast, this becomes a rather com-
plex solution in a two-stage architecture especially when using
low-voltage power supply [11], [12]. L‘I['
The above procedure is unable to provide an expression for vb2o—{| M10 Ml1
the equivalent second pole, which now depends on parasitic ca-

pacitances. This does not constitute a problem in those cases
where relatively large compensation capacitances are used, as ®
the phase margin will be approximately®9®owever, to com- in-o—| Ml M2 |}—o in+ —oout

pletely exploit the advantages of such a technique small com-
pensation capacitors must be used to maximize bandwidth. In
this case we are not able to anticipate the value of the phase o_|[:M5
margin, and computer simulations are mandatory to verify the
design viability. It is worth noting that now the actual equivalent
second pole derives from the high frequency behavior of real
amplifier implementations not modeled in the circuit in Fig. 2.
Indeed, the second pole can be estimated by considering #He6. Three-stage op-amp used for the simulations.
smallest ratio between the transconductances exhibited by the

active-load circuitry (usually, current mirrors or common gate TABLE | _
transistors) and their associated parasitic capacitances. More- Transistor Aspect Ratios
over, using the equality condition in (26) gives a dominant pole
determining a phase margin which is usually greater th&n 80

Vss

Transistor | W/L

and often close to 90 M1, M2 | 70/0.8
A final remark concerns the effects of process and tempera-

ture variations. These do not allow a perfect pole—zero cancel- M3, M4 [150/0.8

lation and two pole—zero doublets arise which could deteriorate M5, M8, M9 | 40/0.8

the amplifier stability especially if the lower doublet appears on

the left of the transition frequency. This issue is common to all M6, M7 |140/0.8

the pole—zero canceling approaches. In [24], biasing schemes al-
lowing pole—zero tracking are discussed for both casesinwhich a
MOS in triode or an on-chip linear resistor are used to implement Mil 600/0.8
the compensationresistors. These techniques can also be adapted

M10 80/0.8

. . L M12 160/0.8
and profitably exploited for our compensation approach.
TABLE I
V. SIMULATION RESULTS COMPONENT VALUES FORDIFFERENT ZERO-CANCELING APPROACHES

The previously proposed compensation techniques were va Zero cancellation
dated and compared through simulations with SPICE, using tktechnique
model parameters of a 0,81 double-metal double-poly process. ideal voltage followers 38 12 - -
The simplified schematic of the three-stage amplifier used in th
simulations is illustrated in Fig. 6. The circuit is made up of two
(complementary) differential stages (M1-M5 and M6-M10) and proposed 8 3 870 58
a final common-source stage (M11-M12). Observe that the loa
transistor of the last stage, M11, can be either configured as
current source or its gate can be connected to the output of t| as inreference [15] 100 101 74 870 -
first differential amplifier to provide a class AB output stage with
improved slew-rate performance. Both these design options wi-
be utilized and results compared. Note that although M11 does
not significantly alter the output transconductance, it introducesnsistor M12. A moderate value @f,3 was intentionally
azero-compensation pathwhichincreasesthe phase margin, ghosen in order to show the effectiveness of the technique
ilarly to the technique described in [4]. also with low output transconductances. In fact, the higher

The circuit uses a supply voltage of 2 V and dissipates 0.1te value ofg,,3 the simpler the frequency compensation.
mW. Its transistor aspect ratios are reported in Table |. THéde dc gain of the amplifier was 109 dB.
bias currents in the first two stages is 28, while the current ~ We considered two different load conditions, namely,
in the output stage is 4@A. The transconductances of theequal to 20 and 100 pF. For a target phase margin 6f 70
first, second and third stage are 3.8103.1 10°*, and 11.5 and in conformity with the compensation procedure given
107* ANV, respectively. Note tha,,,; and g,,,» represent the in Section Il, we found for the two cases the values of the
transconductance of each transistor of the pairs M1-M2 andmpensation capacitors reported in the first and fourth rows
M6-M7, respectively, whileg,,s is the transconductance ofof Table II.

CL(pF) | Ca (pF) | Ca (pF) | Rc () | Rz (kD)

as in reference [15] 20 20 15 870 -

ideal voltage followers 191.5 54 - -

proposed 40.5 15 870 5.8
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Fig. 7. Loop gain of the amplifier using the single nulling resistor compensation approach. Curves m1-p1 and m2-p2 refer to the€ase with pF, and
C'p = 20 pF, respectively.

Provided that the zeros are eliminated (for instance, with iddabr the 20-pF-load and 100-pF-load case we cliase equal
voltage followers simulated using voltage-controlled voltagée 3 and 15 pF. These (minimum) values are obtained by
sourcesfsBWand¢ were 1.8 MHz, 78 and 370 kHz, 70.5 re- evaluating the maximum current delivered by M11, which
spectively. No appreciable variations were observed when cam-about 100:A, and using (26). Note also that these values
figuring M11 as a current source. Indeed, a less than 15% gaéme much higher than parasitic capacitances (that are in the
bandwidth product error and a less thanphase margin error range of some fF), as required by our analysis to be valid. All
were always observed. the compensation elements are calculated using (21) and are

Of course, ideal voltage followers are only a simulation areported in Table 1l (third and sixth rows).
tifice to nominally eliminate the effect of zeros which would The frequency response of the loop gain is illustrated in
otherwise cause a poor phase margin or even instability. A md¥ig. 9, for both load cases. THeBWand ¢ are 7 MHz, 858
realistic method is to introduce one nulling resistor, as describedd 1.4 MHz, 91 respectively. Again, the phase margin is
in Section Ill. According to (15), (16) and (19), a phase margincreased due to the effect of M11. By configuring M11 as
of 70° requires the values o, C1 and Ce4 in Table Il a constant bias current the phase margin is reduced®by 5
(second and fifth rows). Note that the required valueCgfi in both cases. The excessive phase margin shows that higher
is about one half lower than that required by the simple NMain-bandwidth products could be achieved by adopting an
compensation (though the value@f is now increased). Nev- output stage with higher drive capability in order to prevent
ertheless, for the 100-pF load, the required valueCgf is SR unbalance.
still too high for integration. The frequency response of the The time response to an input step ofig,5with the amplifier
loop gain for the two cases is illustrated in Fig. 7 (module and unity-gain configuration is illustrated in Fig. 10. The 0.1%
phase, curves m1-m2 and p1-p2, respectively). GB#Vand positive and negative settling time &/~ = 293/275 ns,
¢ were 2.5 MHz, 73.4 and 505 kHz, 74.% respectively. The gng T;’/_ = 464/417 ns, for C;, equal to 20 and 100 pF,
value of the phase margin is higher than what was anticipaigpectively. The positive and negatBRare quite similar and
because of the action of M11. By connecting M11 as a COgre 2.1/ s (forCy, equalto 20 pF) and 0.46/s (forCy, equal
stant current source the phase margin was respectively 664100 pF). We also established, by using smaller compensation
and 67 for the two cases, yielding an error lower then Big. 8 capacitors, that th&Runbalance between the second and the
shows the time responses of the amplifier in unity-gain configytput stage produces an overshoot in the closed-loop step
uration to an input step of 01, The 0.1% settling time for response causing the settling time deterioration. To illustrate
the 20-pF and the 100-pF load CaSé@g/* =513/615nsand this concept, Fig. 11 shows two step responses: cune
T;’/_ = 2.98/3.06 us, respectively. obtained setting”c» equal to 10 pF while curvé is obtained

Finally, the novel compensation technique with doublgettingCc- equal to 5 pF, both witl€;, = 100 pF. The other
pole—zero cancellation described in Section IV was consider@dlues of compensation components are calculated using (21).
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Fig. 9. Loop gain of the amplifier using the pole—zero canceling approach. Curves ml-pl and m2-p2 refer to the €dge=withi0 pF, andC'; = 20 pF,
respectively. The influence of transistor M11 on the diagrams is also highlighted.

The positive and negative (0.1%) settling times for cuave the amplifier exhibits a single-pole frequency behavior with a
were found to be 1.2:s and 700 ns, respectively, while forphase margin higher than 85Peaking occurred only in the
curveb they were 942 ns and 474 ns. This means that the lowmsitive transition where the lower maximum current provided
the C¢2, the higher the increase in positive settling time aniay transistor M11 (which is lower than that achievable from
peaking. We point out that this effectasly due to large-signal M12) limited the output slew-rate performance.

nonlinear effects of the amplifier, which does not operate asThen, we evaluate the sensitivities of the compensation ap-
a negative-feedback system, and it is not due to ill-defingatoach compared to process variations. Note that no tracking
stability conditions. Infact, underthe same compensation settirtjasing technique was utilized, and the compensation resistors
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Fig. 10. Step response of the amplifier using the pole—zero canceling approach.amndbsefer to the case with’;, = 100 pF, and”';, = 20 pF, respectively.
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Time

Fig. 11. Step response showing overshoot due to SR unbalance between the second and third stagexr@éraee obtained setting'c» equal to 10 pF, and
5 pF, respectively, both using a 100-pF load.

were assumed as linear on chip resistors. When only the |d@BW (caused byC~; only) and a deviation from the nominal
capacitance(’y,, is change d by 20%, the phase margin varigghase margin of 3 Finally, Montecarlo simulations were per-
only by 2. While for a 20% variation in both compensation reformed to evaluate the impact of transistor mismatches on the
sistances the phase margin varies byld both cases th&BW GBWand¢ whose biggest deviations were as high 25% ahd 2
remains almost unchanged. This is explained by the fact thaspectively.

GBWdepends only om,,; andCc:. Indeed, a 20% variation Table Ill summarizes the simulated;zw and ¢ for the

in bothC-; andCc» produces the same percentage variation ebove cases, all with transistor M11 connected as in Fig. 6.
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TABLE I
GAIN-BANDWIDTH PRODUCT AND PHASE MARGIN FOR DIFFERENT
ZERO-CANCELING APPROACHES
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Note that althoughw,» andw. could be of the same order
of magnitude, only the zero modifies the cut-off frequency of
Acr(s). Specifically, the cut-off frequency is decreased or in-
creased by the action of a RHP or a LHP zero, respectively.

Now, let A(s) be the open-loop gain of the inner amplifier in
Fig. 2, with its dc gain, poles and the transition frequency given
by (5) — (6) and with the RHP zero equal §8.3/Cc2. Under
these assumptions the denominator of (A.2) exactly equals the
second-order polynomial given in (1). Moreover, as a particular

case, ifthe frequency of the zero is infinitely large, (A.2) is equal

Zero cancellation technique | C1 | GBW | ¢
(pF) |(MHz) | ()
ideal voltage followers 1.8 70
as in reference [15] 20 25 73.4
proposed 7.0 85
ideal voltage followers 0.4 70.5
as in reference [15] 100 |05 74.6 to (4).
proposed 14 91
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VI. CONCLUSIONS

In this paper, novel design procedures for three-stage nested-
Miller compensated amplifiers were discussed. First we defined
a simple compensation strategy which accurately controls th%]
phase margin of the main amplifier as well as that of the in-
ternal loop. This method provides stable circuits with controlled
settling behavior, provided that ti8Rbalance condition of the
internal loop is also verified.

The use of nulling resistors in the compensation network was[3]
also investigated and existing techniques were reinterpreted
at the light of the above approach. Finally, a new double
pole—zero canceling technique was proposed, which eliminate#]
the first two nondominant poles of the open-loop amplifier.
The approach enables high-speed, low power dissipation an&s]
is also well suited for amplifiers with heavy capacitive loads.
The method requires lower values of compensation capacitors[.s]
Thus the unity-gain frequency, settling time and slew-rate 7
performance can be considerably improved without any in-
creases in power dissipation. Compared to previously publisheg8
standard and even optimized approaches, the proposed one
permits remarkable bandwidth and settling improvement, and
provides aGBWwhich is in the same range as that achievable [°]
by a two-stage Miller-compensated OTA under the same load
conditions and comparable power dissipation. Simulations ifiL0]
excellent agreement with the theoretical analysis were also

given. [11]

(2]

APPENDIX [12]

Let A(s) be the open-loop gain of a dominant-pole amplifier

characterized by a dc gaify,, a dominant polev,,;, a nondom-  [13]
inant polew,» and a zerav.,
(14]
(5) o) (A1)
A(s) = A, - Al
(1+2)(+2) [15]
where 4g > 1 andwyr <€ wpo,w.. By closing A(s) in [16]
unity-gain loop, the resulting transfer function is
(17]
A (s) = — (1r2)
S) = ~
ot 14 o [18]

1 1 1
1+ (u,_; + AowT) 5+ W wp2 s?

(A.2)

A(s)

useful comments and suggestions.
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