EECS205003 Linear Algebra, Fall 2020
Quiz # 8, Solutions

Prob. 1:

ol -1 0 - 1 0] [-1 0] [o o0
(a) No. {O IJ and[ 0 _1] are both invertible, but [O 1]-[—{ 0 _1J — [0 OJ
is not invertible.

(b) Denote § = { [_b“ z:g]

subset of R2*2,

. —a; a1 — bl —Qg a4 — bg
(i) ‘v’[bl 031-—61] and [bz 02—62} €S,
—a; a; — bl + —dg dg9 — bg
by a1 —0c by a;—cy
_|—(a1+a2) (a1+a)— (b + bz):l s
(bi +02) (a1+a2) — (a1 +c2) ’

a,band c € IR}. It is clear that S is a nonempty

(i1) ‘v’[_a Z:g] € S and Va € R,

b
. [—a a—b} _ [—cv-a a:-a—-a-b} cs

b a-—c ob ara—a-c

Thus S is closed under the vector addition and the scalar multiplication and
then is a vector subspace of R**2,

Prob. 2:

T, — Ty — 2x3, =221 + Z3)| — 21 + 225 — 23 = 0,21, 22,23 € R}
1] — Ty — 223, —221 + 23)| — 21 + 223 = 73,71, T2, T3 € R}
T — Ty — 2(—x1 + 2Tp), =221 + (=21 + 223)) |71, T2 € R}
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={z,(3,—3) + z2(—5,2)|z1, 22 € R}
= R?



(b)

(V)

{(:1:1,:1:2, z3) € R?|(zy — 2o — 2z3) — (—2z; + z3) = 0}
{(231,$2,5E3) € R®|3z, — 323 = 1:2}
{(
{

.’E1,31E1 — 3(B3,$3)|$1,$3 € ]R}
={s(1,3,0) + (0, —3,1)|s,t € R} .

—
—_

1 -3 -2 29 1 -3 -2 2 1 0 4 -1 1 0 0
A=1]10 1 2 -1 |~1]0 1 2 21 |~1]0 2 -1 |~ |0 0
1 0 -1 0 0 3 1 -2 0 0 -5 1 0 0 1

-1 0 -2 2 1 0 2 -2 1 2 -2 1 0 2
B = 2 1 0 -1 |~ |0 1 -4 3 ~ | 0 —4 3 ~ | 0 0 -5 |.
0 -1 2 1 0 -1 2 1 0 -2 4 0 1 -2

Thus A and B are not row equivalent, so that A and B do not have the same row
space.
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Prob. 4:

Of course, U is a nonempty set. Let x = (21,22, --) and y = (y1,%2,---) be
two elements in U and a € R. There are N and M such that z; = 0 for all i > N

and y; =0forall j > M. Let z=x+y = {&; +v1,22 +y2,--- ). Then for all 7 >
max (NN, M), we have

Thus z € U and U is closed under the vector addition. Let w = az = (azx, azg,---).
Then for all i > N,

w; = ar; = ol = 0.

Thus w € U and U is closed under the scalar multiplication. This proves that U is
a subspace of R*.

Prob. 5:

(a) Since the product AB exists, we can assume that A is an m x n matrix and B
is an n X k matrix. From matrix multiplication, we have

AB=[ Ab, Ab, --- Ab; ],
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where b; 1s the i-th column of matrix B. Yu € Col(AB), there exist ai, ag, - -
in R such that

u = a1 Ab; + agAby + - - - + oAby

n n
=m Za,:bﬂ + Odzzavlbm aathl “‘akiadbik
i=1 i=1 =1

k k k
= (Z Otibu)a1 + (Z Odz‘bg,;)az + 4+ (Z aibni)am
=1 i=1 i=1

where a; is the i-th column of matrix A and b;; is the (ij)-th entry of matrix
B. Tt is obvious that u € Col(A), we can conclude that Col(AB) C Col(A).

(b) Col(AB) = Col(A) if and only if Col(AB) C Col(A) and Col(A) C Col(AB).
We have shown that the former inclusion relation is always true in part (a).
Col(A) C Col(AB) only if every column of A is in Col(AB). It means that for
each column a; of A where 1 < ¢ < n, there exists a4, -, a;x € R such that
O.’ﬂAbl + OtizAbz +---+ O.’ikAbk = a;, i.e.,

[Ab]_ Abg Abk] . = 4.

Therefore if [ABla; --- a,] = [AB|A] is consistent, then Col(AB) = Col(A).

Prob. 6:

Let A be a nonempty subset in a vector space V' . It has been shown that Span(A)
is a subspace of V. It is clear that A C Span(A). Suppose that there is a subspace
W of V which contains the set A and is smaller than Span(A). Then there is an
element b € Span(A) but b ¢ W. Since b € Span(A), there exist a;, as,- - ,a, in
A and a;, a9, - ,ar in R such that

b = oja; + asas + - -+ + agay.

Since A C W, a;,as, - ,a; in W. Also since W is a subspace, any linear combina-
tion of a;,ay, - - - ,a; must be in W by the closure properties of vector spaces. Thus
we have b € W, a contradiction. We conclude that Span(A) is the smallest subspace
containing A.
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