EECS205003 Linear Algebra, Fall 2020
Quiz # 5, Solutions

Prob. 1:

1.

2.

n

According to the definition of functions, the domain of 7" is R* and the co-
domain of 7 is R3.

By elementary row operations, we have

1 -1 0 1|0 103 —2/0
-2 1 =3 1|0|=1]1013 =30
0 -1 -3 3|0 000 010
and the kernel of T is the solution set of
103 —27 % [0
013 -3||%|=]o
000 0 =3 0
Ty -
T _—3 2
Ty = =313+ 214 Ty | -3 3
:>{3:2 = —3x3+ 314 = T3 = %3 1 T %4 0
334 | 0 ].

Thus Ker(T') = {s(—3,-3,1,0) +¢(2,3,0,1)|t, s € R}.

The range T'(R*) of T is the column space Col(A) of the matrix 4, i.e., T(RY) =
CO](A) - Span{(]-: __2: O): (_17 1) _1)1 (01 '—'37 _'3)1 (]-: 1: 3)}

Since Ker(T') # {0}, T is not injective by Theorem 5 in Section 2.3 of the
textbook.

. T is surjective if and only if T(R*) = R?, i.e., given any vector Y = (Y1,Y2,¥3)

in R3, there is a vector x = (z1, 73, z3,24) in R? such that T(x) = Ax =y.
By elementary row operations on the augmented matrix, we have

1 -1 0 1wy 1 03 -2 —y—1u
-2 1 -3 1 =013 3| -2y —y, ,
0 -1 -3 3s 000 0 |2y —y+us

which shows that Ax = y is not always consistent for any given y. Thus we
conclude that 7" is not surjective.



Prob. 2:

Solution 1.
By inspection or by solving a linear system with an augmented matrix

-1 01]-3 =>—10—3 :>103
1 1¢1 0 1}-2 0 12|’
we have that (—3,1) = 3(—1,1) — 2(0,1). If T is linear, we must have T'(—3, 1)
—1

1
T(3(-1,1) - 2(0,1)) = 37(—1,1) — 2T(0,1) = (-3, 4, —2), which is not (2,—1,0), a
contradiction. Thus there is no such a linear transformation.

Solution 2.
A more systematic approach is to find a 3 x 2 matrix A such that

() =4l =[] 2 (@) =al =[] 7 () =4[ - 2]

This is equivalent to solving the matrix equation

-1 0 -3 a1 Q12| r_y 0 —3 -1 0 2
A{l 1 1]:“21 G”{l 1 ]}: S
as; Qaso h -2 =2 0
By taking the transpose on both sides, we have
-1 1 -1 2 -2
0 1 {an i I IO
_3 1| 012 a2 asj !L 9 ~1 0

By elementary row operations on the augmented matrix, we have

-1 11 2 =2 1 -11 -2 2 1 0p -1 0
o 1/0 1 -2|(=(0 10 1 -2|=(010 1 -2|,
-3 1|12 -1 0 0 -2p -7 6 0 0p -5 2

which is inconsistent. Thus there is no such a matrix A and then no such a linear
transformation.

Prob. 3:
?=" Since T is linear, for all scalars o and all vectors x,y in R", we have
T(ax —y) =T(ax+ (-1)y) = oT(x) + (=1)T(y) = oT(x) — T(y).

7<«=" We first, note that



and

T(-y)=T(00 —y) =0T(0) - T(y) = -T(y). (2)
Now for all scalars « and all vectors x in R™, we have
T(ax) = T(ax = 0) = aT'(x) — T(0) = oT'(x) — 0 = oT(x), (3)

where 7°(0) = 0 by (1). And then for all scalars a, 8 and all vectors x,y in R", we
have

T'(ax + By) = T(ax — (=(By))) = aT'(x) — T(—(By)) = aT(x) — (=T(By)),
where T'(—(8y)) = —=T(By) by (2), and then
T(ex + By) = oI (x) + T(By) = oT'(x) + BT (y),
where T'(8y) = BT (y) by (3).

Prob. 4:

By elementary row operations, we have

a 000 I —f D
c d = |0 af P|.
-1 fP 0 d+cf 0

The linear transformation T : x — Ax is not one to one if and only if Ker(A) # {0}
if and only if

af =0andd+cf =0

Thus the linear transformation T : x — Ax is one to one if and only if either af # 0
or d +cf # 0. For example, with a = f = 1 and ¢,d arbitrary, T : x — Ax is one
to one.

Prob. 5:

With proof by contrapositive, we show that if m > n, then any linear transfor-
mation T" from R™ to R™ is not a surjective.

Consider a linear transformation T(x) = Ax from R” to R™ with

i1 Q12 - Ay
(g1 Q22 -+ a9,

A=
_a‘ml Am2 " Qmp

T is surjective if and only if T(R"™)

om .
T s & . =R™, ie., given any vector y = (1,92, , Ym)
in R™ there is a vector x = (21, 29

» ) in R™ such that T(x) = Ax = y. Since

3




m > n, there are at most n pivot positions in A. By elementary row operations on
the augmented matrix, we must have

N

ann Qi o Qi | W Ul :

. & /

Qg1 Qa2 Q2n | Yo N %/n
Ynt+1

L Aml Qm2 - Qmp ym i 0
|| Y

where 0] is in the reduced row echelon form of A with U an n x n matrix and 0 the

(m —n) X n zero matrix and Y1, Ys, -+, Y. are linear combinations of y1, ¥z, - , Ym.

It is clear that the linear system Ax =y is not always consistent for any given y in
R™. Thus we conclude that T is not surjective.

Prob. 6:

Let T : R® — R™ be a linear transformation. Let S = {v1,va,...,Vi} be a finite
linearly dependent indexed subset of R™. Then there is a linear relation in S

1V +agvy + -+ o v =0

with a1, ag,..., ok not all zeros. Now the image T'(S) of S under T is the indexed
subset {T'(v1),T(v2),...,T(vk)} of R™. Since

0= T(O) = T(a1v1 + QpVo 4+« - - + CJ:;,-,VA.,;‘ = ff}’l'?[’("v"l) + CEQT(VQ) + -+ O!kT(Vk),
T'(S) is a linearly dependent indexed set.

Prob. 7:

A linear transformation may not map a finite linearly independent indexed set
into a linearly independent indexed set. For example, consider the zero map 0
which maps all vectors x in R™ to the zero vector 0 in R™. Then for any finite
linearly independent indexed subset S = {vi,vy,..., vy} of R*, we have the image
0(S) = {0,0,...,0} which is clearly a linearly dependent indexed set.
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