EECS205003 Linear Algebra, Fall 2020
Quiz # 3, Solutions

Prob. 1: By elementary row operations, we have

-1 2 0 1 1 -2 0 -1 1 -2 0 -1 1 0 2
2 -13 8|=|0 3 3 6|=(011-2|=/[011 -2
1 -1 1 -3 0 1 1 =2 0 0 0 O 0 00

Then, the rank of this matrix is 2.
By the definition of kernel, Ker(A) = {x € R*: Ax = 0}. Now

10 2 —5 il 0 fjl :512 g
011 -2 wz =l0|l=]| | =21 Lt
000 O 3 0 3

Ty Ty 0 1

Thus Ker(A) = Span{(—2,—1,1,0),(5,2,0,1)}.
Prob. 2:
The answer is yes. )

To find a possible inverse of A, we solve the matrix equation AX = I3.3 for an
unknown 3 x 3 matrix X as follows:

-1 2 -1l1 00 -1 2 111 00 1 -2 1|-1 00

2 0 3(010|=|04 t{210|={01 11 01

1 -1 2|00 1 0 1 1]t 01 0 4 12 10

10 3|1 0 2 1031 0 2 1 00]-1 1 =2

011101:»011101:>010§%-%
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00 -3|-21 —4 0012 -2 3 0012 -1 4
-1 1 -2

Thus we have X = % 1 —1| with AX = I. To verify that X is the inverse
21 4

3 3 .3
of A, we should check whether XA = I as follows:

-1 1 -2][-1 2 -1 [t 00
XA=1}3 5 —5[|2 0 3|=|0o10
d Lo -1 2] [0o001

We conclude that A is invertible and X = é % —3| is the inverse of A.
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Prob. 3:
The answer is yes. Consider the set of vectors
{(1* 07 _1’ 2)1 (3: Oa 11 4)3 (0: 0: _21 1)} = {VI)V27V3}-

This set is linearly dependent if and only if there is a nontrivial linear relation
avy + bvs + cvy = 0 with a, b, ¢ not all zeros. The linear relation can be rewritten as
a linear system,

. 1 3 0 4 0

0 0 O 0

[ Vi V2 V3 ] IC) ~ | 11 -2 b | = 0

2 4 1 0

Now by elementary row operations, we have

1 3 010 1 3 010 10 % 0
00 0j0f_ |0 4 —2/0 (01 -110
-1 1 -2|0 0 -2 110 00 010
2 4 110 0 0 00 00 010

Thus the original linear system is row equivalent to the following linear system,

10 % 0
1 a
01 =3 |,]=10
00 0 i 0
00 0 |+~ 0

which shows that c is a free variable. Thus, tiie sst of vectors is linearly dependent,
and a nontrivial linear relation for this set of vectors is —3(1,0,—1,2) + (3,0, 1,4) +
2(0,0,—2,1) = (0,0,0,0)

Prob. 4:

Consider an arbitrary linear relation of vectors in the set {vi—va+vs, —2vy,vi—

Vz}:
a(vi — vy +v3) + B(—2vs) +y(v1 — v3) =0.

Then we have
(a+y)vi + (—a—2B)va + (@ —)vs =0.

Since the set of vectors {vy, vz, v3} is linearly independent, we must have
at+y=—-a—-2=a—-7=0

and then o = 8 = v = 0. We conclude that the set {vi —va + V3, —2va, V1 — v3} of
vectors is linearly independent.



Prob. 5:

Let r; be the i-th row of A,,. We will show that for all 7 > 2, r; is a linear combination

of r, and ry. Note that r; = [1,2,--- ;nJandrs=[n+n,n+n—1,--- ,n+1]. In
general, there are two cases for r;. Let a > 1 be a positive integer. In the first case,
ri+r
r, = l[an+ l,an +2,--- ,an +n}, then r; = an - 21n—|—12 + ry. In the second case,
r, =[an+n,an+n—1,--- jan+1],thenr; = (a — 1)n - 12‘1 _:_rf +r,. Since r; is a
n
linear combination of r, and ry for all i > 2, we have
[ 1 2 n | [1 2 n
2n 2n —1 n+1 0 —2n-1 n+1—2n?
A ~ | 0O 0 0 0 0 0
| 0 0 0 | | 0 0 0
_ =1,
Therefore Rank(A,,) = {
n > 1.

Prob. 6:

According to Corollary 1 in Section 1.3 of the textbook on page 65, the rank of
a matrix is the number of pivots in its reduced row echelon form, which is the same
as the number of pivot positions in the matrix.
(1) The answer to the first question is yes. If two matrices are row equivalent to
each other, then they have the same reduced row echelon form so that they have the
same number of pivots. Thus, they have the samne rank.
(2) The answer to the second question is no. For example, consider the following
two matrices in reduced row echelon form:

100 1 -1 0
A:b 1JaMB_L)0 J'

It is clear that both of them have the same rank 2. But they are not row equivalent
to each other.

Prob. T:
We will provide two solutions.
Solution I:

Let A be an m x n matrix and U in the reduced echelon form of A. By Lemma
1.3.A in the class lecture, the set of column vectors of A is linearly independent if
and only if Ker(A) = {0}. Since A and U are row equivalent, Ker(A) = Ker(U)



by Theorem 1.3.5 of the textbook. Thus the set of column vectors of A is linearly
independent if and only if Ker(U) = {0} if and only if the homogeneous linear
svstem Ux = 0 only has the trivial solution if and only if all variables z;,zs,...,Zn
are dependent if and only if each column of U has a pivot if and only if each column
i A has a pivot position.

Solution II:

From Theorem 1.3.8 of the textbook, the following two properties of an m x n
matrix A are equivalent to each other:

(i) At least one column of A has no pivot position.
(ii) The system Ax = 0 has some nontrivial solutions.

Equivalently, each column in A has a pivot position <> the linear system Ax = 0
only has the trivial solution. But the column vectors of a matrix form a linearly
independent set <> the linear system Ax = 0 only has the trivial solution. We
conclude that the column vectors of a matrix form a linearly independent set <
each column in A has a pivot position.
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