EECS205003 Linear Algebra, Fall 2020
Midterm # 1, Solutions

Prob. 1:

For all positive integers n, there exists a positive integer m > n such that z ¢ A,,.

Prob. 2:

3 0 -1]a 1 -1 2 d

-2 -1 3 |b 0 3 —T7|a-3d

-1 -2 7 ¢ 0 -3 7 |b+2d

1 -1 2 |d 0 -3 9 |c+d
10 -1 —§+2§—f 100 2+£-4¢
01 -3] =§-% | {010 %+%—@
00 2 |a+c—2d 00 1| 2+£—-d |’
00 —2|b—c+d 0 00| a+b—d

which shows that when a + b — d = 0, the augmented matrix corresponds a consistent
linear system.

Prob. 3:

A point x = (1, Z9, T3, T4, T5) € R® is in the 3-dimensicnal affine space H if and only
if there exist s,t,u € R such that x — w = sp + tq + ur, i.e., the following linear system
is consistent:

1 1 3 1 +1 1 1 3 |z+1

0O 0 0 5 Ty — 2 0 0 0 |zp,-2

1 -1 1 t| = T3 = 1 -1 1 T3 1s consistent

-2 0 -1| |u x4+ 1 -2 0 —1llzq4+1

-1 2 1 Zs 2 1 T

1 3 41

-2 2| -z +23—-1

2 5 |2z 4+m44+3 is consistent
3 4 T+ T5+ 1
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2T~ 3%ty
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Therefore a point x = (7, 7q, £y, 74, T5) is in the 3-dimensional affine space H if and only
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if and only if
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Prob. 4:

1. True. If T is a linear transformation from R® to R?, then x — T'(x) = Ax, where
A is a matrix in R**®, Therefore, the reduced row echelon form of A will have at
least one row which has no pivot. By Theorem 1.2.4, we can conclude that A is not

onto.
10 0 Lo
2. True. For example, let A = |:O ! 0] and B = [0 1|. Then we have AB =
00
[100}8?_[10]
010 00 01
oo . [1 0] .
3. False. For example, let A = 1 p|amd b = 11l Then we have AB =

0 0|1 0] (00O 00l _1|1 offo of
[1 1] [—1 1] - [0 1] a [1 1:| - [—1 1] [l 1] =
4. True. To check whether a subset of a vector space is a subspace or not, we only

need to check the closure property under vector addition and scalar multiplication,
the existence of a zero vector, and the existence: of an additive inverse.

(a) (Closure under additon) For all B and ¢ that commute with A, A(B + C) =
AB+ AC = BA+ CA = (B + C)A, which shows that B + (' is also commute
with A.

(b) (Closure under scalar multiplication) For all « € R and C' commute with A,
A(aC) = aAC = aCA = (aC) A, which shows that aC is also commute with
A.

(c) (Existence of a zero vector) Since O + A = A = A + O, the zero matrix O
commutes wit A.

(d) (Existence of an additive inverse) For all D that commute with A, A(—D) =
—(AD) = —(DA) = (—D)A, which shows that the additive inverse —D of D
is also commute with A.

5. False. Consider an arbitrary linear relation in the set {py(t), p1(t), pa(t), ps(t)},

agpo(t) +arp, (L) + agpa(t) +asps(t) = ag+ayt+ast® +agt® = 0,Vte A={-1,0,1},



where ag, a1, az, ag are real numbers. Since the domain of these functions is A =
-1, 0, 1 }, the linear relation of the four functions is equivalent to its evaluation at
all poiuts t € A, i.c.,
ao +a1(=1) + ay(-1)%* + a3(-1)® = 0
ag + a1(0) + a2(0)* + a3(0)* = 0
ap +a1(1) + ax(1)® + az(1)® = 0.

To solve the homogeneous linear system in above, we consider the coefficient matrix

1 -1 1 -1
1 0 0 0],
1 1 1 1

which has at most three pivot positions and the variables corresponding to columns
without a pivot are free variables so that the homogeneous linear system has a
nontrivial solution. Thus the set {py(t), p1(2), pa(t), p3(t)} is linearly dependent.

Prob. 5:

-1 b6 1 1 —b -1
d e f 0 e+bd f+d

By Theorem 1.2.4, we know that if the linear transformation is onto, then there is a
pivot in every row of the reduced row echelon form of A. Therefore, if ¢ + bd # 0 or
f+d #0, then the linear transformation x — 7T(x) = Ax will nap R? onto R2.

Prob. 6:

(a) Domain: R3. Co-domain: R*.

1 -1 0 100
(b) Since _21 g _16 ~ g é (1} , Ker(A) = {0} and T is injective.
0 -2 2 000

(c) Since the reduced row echelon form of A has a zero row, there exists b € R* such
that Ax = b is inconsistent by Theorem 1.2.4. Therefore T is not surjective.

Prob. 7:

No, since there is no zero vector for (V,®, @). Suppose 0 = (a, b) is a zero vector of V.
For all z,y € R such that y # 0, (z,y) ® (a,b) = (z + a,0) # (z,y). Therefore (V, &, ®)
has no zero vector and it is not a vector space over R.

Prob. 8:

1.
1 —=1{1 00 1 =111 00 102 1 0
-1 21{010|~]0 1 1 1 0]~]101(1 1 01,
3 110 01 0 4 -3 01 0 0|-7 —4 1



which is inconsistent so that A has no right inverse.

2. Suppose C is a left inverse of A, then CA = I, and ATCT = IT = I, such that
1 -1 3|1 0 1 -1 3|10 N 10 7|21
-1 2 1|0 1 0 1 4|1 1 01 4|11

1 + 7(.'13 =2

2 [—7 C 1 -7

12 + ey =1 n 21

= {1 HC“ = |ci2| = |1| +ci3 |—4| and |coa| = |1| + o3 | -4
ca1 + Tegy =1 €13 0 1 s 0 1

Cog +4coy =1

en e oas]_[210], [-7 -4 1 0 0 0
:>[C21 C22 623}_[110}4_5[0 0 0}+t[—7 —4 1}

are all left inverses of A, where s, ¢ are real numbers.

Prob. 9:

Let B be a left inverse of AAT, i.e., B(AAT) = I. Since AAT is a square matrix, B is
also a right inverse of AAT by Theorem 3.2.4, i.e., (AATYB = Liym = A(ATB) = Inym
and A has a right inverse. By Theorem 3.2.B, Col(A) = R™, i.e., the linear system
Ax = b is consistent for every b € R™. By Theorem 1.2.4, each row of A has a pivot
position. And by Theorem 1.3.11, the rows of A form a linearly independent set.

Prob. 10:

An m x n matrix A has a left inverse if and only if Ker(A) = {0} by Theorem 3.2.A

if and only if every column in the reduced row echelon form of A has a pivot if and only
if Rank(A) = n.
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