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Chapter 6 Eigenvalues and Eigenvectors

Symmetric matrices
Recall: A is symmetric if AT = A

If a matrix has special properties(e.q., Markov matrices), its

eigenvalues & eigenvectors are likely to have special properties
Q: What is special about Ax = Ax if A is symmetric?
For a symmetric matrix with real entries, we have
1. All eigenvalues are real
2. Eigenvectors can be chosen to be orthonormal
Note: Every symmetric matrix can be diagonalized (will prove this
later when repeated eigenvalues)

Note: Its eigenvector matrix S becomes an orthogonal matrix @
where Q71 = Q7T
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Chapter 6 Eigenvalues and Eigenvectors

This leads to the Spectral Theorem
’Spectral Theorem‘ Every symmetric matrix has the factorization

A = QAQT with real eigenvalues in A and orthonormal

eigenvectors in S = @

Note: Easy to see QAQT is symmetric. Any A = QAQ” is
symmetric

Note: This is "Spectral Theorem” in math & " Principal Axis
Theorem” in mechanics and physics

Reason: Approach in 3 steps

Step 1: By an example, showing real A's in A & orthonormal x in @

Step 2: By a proof when no repeated eigenvalues

Step 3: By a proof that allows repeated eigenvalues
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Chapter 6 Eigenvalues and Eigenvectors

1 2
Ex.1 (p.331) A = [2 4]

JA=X|=X—-5A=>)X=00rb
(can see this directly: A is singular
= A1 = 0 is an eigenvalue. tr(A)=1+4+4=5
=AM+ A=5= X =05)
Eigenvectors:

Ax1 = 0= x1 = |:_21:|

(A—5I)xz =0 = xg — H

Q: Why x3 & x2 are orthogonal?
x1 in N(A), x2 in C(A)
(Ax2 = bx2 = X2 is a combination of columns of A = x2 € C(A))
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Chapter 6 Eigenvalues and Eigenvectors

Q: N(A) L C(AT) not C(A)?
But A is symmetric = AT = A
= C(AT) = C(A) (row space = column space)

Normalize x1 & X2
120 r_ 112 1110 0
S R ECET R
2 1
1
e [_1 2] )
All eigenvalues of real symmetric matrix are real
proof: Ax = Ax = AX = \x
(A =a+ib, A\ = a —ib)
= Ax = \x (A is real)
(complex eigenvalues of real A always comes in conjugate

pairs)
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Chapter 6 Eigenvalues and Eigenvectors

Take transpose

= xTAT =xT\

= xTA=xT)\(A=4T)
Multiply by x on the right
= xTAx = xT \x )
On the other hand, Ax = Ax
Multiply by X7 on the left

= xTAx = xT)x @
Comparing O & @
= xTx = \xTx
S A= X ifxTx £0
z1
(xTx = [f1 o len,] L = \J;1|2 + e+ \;L’«,,,\Q
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Chapter 6 Eigenvalues and Eigenvectors

= xTx £ 0if x £ 0)
Note: eigenvectors come from solving (A — AI)x = 0 since A all real
=-eigenvectors all real

Eigenvectors of a real symmetric matrix (correspond to different
eigenvalues) are always perpendicular
proof:
Let Ax = \1x, Ay = Aoy
= (Ax)Ty = \xTy, xTAy = XoxTy
= xTATy = \ixTy
| =xTy =0\ #X\)
xT Ay = \oxTy
=-eigenvector for A; L
eigenvector for Ay

(True for any pair)
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Chapter 6 Eigenvalues and Eigenvectors

Note: If A has complex entries, A has real eigenvalues & perpendicular
eigenvectors iff A = AT
(Proof of this follows same pattern)

Projection onto eigenvectors

If A= AT, we have
A= QAQT

A1 af

= Maqial + -+ Aanal
=MPi+--+ NPy
1 1

(projection onto eigenvectors)

Che Lin (National Tsing Hua University) EECS 205003 Session 27



Chapter 6 Eigenvalues and Eigenvectors

(Every symmetric matrix is a combination of perpendicular

projection matrices)

Eigenvalues v.s. Pivots

For eigenvalues, we solve det(A — ) =0

For pivots, we use Elimination (very different !)

Only connection so far:

product of pivots = determinant

=products of eigenvalues

For symmetric matrices,

# of positive eigenvalues = # of positive pivots
Special case: A has all A\; > 0 iff all pivots are positive

(see Ex.4 on p.334 for a sketch of proof)
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Chapter 6 Eigenvalues and Eigenvectors

Note: For large matrix, it is impractical to compute |A — AI| =0
But NOT hard to compute pivots by elimination
=> can use signs of pivots to determine signs of A
e.q., eigenvalues of A — bl are b less than eigenvalues of A,
check pivots > 0 or < 0
=A—b>00r<0
=A>borA<b
(we can check whether A > b or A < b for any b I)
Now, we try to show that even for repeated eigenvalues, A = AT
has perpendicular eigenvectors
Every square matrix factors into A = QT Q!
where T: upper triangular, Q7 = Q!
If A has real eigenvalues, then ) & T can be chosen to be

real: QTQ =1
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Chapter 6 Eigenvalues and Eigenvectors

Eigenvectors of a real symmetric matrix (even with repeated
eigenvalues) are always perpendicular
Proof: For symmetric matrix A, eigenvalues are all real
= A=QTQ", QTQ=1
= QTAQ=Q"QTQ"Q =T
since A= AT = T =TT but T is upper-triangular
=T = A is diagonal
= A = QAQT for orthogonal Q
= A has orthonormal eigenvectors
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