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Variations in Bayes rule

• X is unknown, but we have some prior belief in how X is 
distributed

• We observe random variable Y
• Need a model of the box: 

– If the true state of the world is X, how do we expect Y to be 
distributed

– Inference problem, knowing Y, what can we say about X?
– Inference problem is about finding probability distribution

• 𝑃𝑃(𝑋𝑋|𝑌𝑌) (PMF or PDF)
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𝑃𝑃𝑋𝑋|𝑌𝑌 𝑥𝑥 𝑦𝑦 =
𝑃𝑃𝑋𝑋,𝑌𝑌(𝑥𝑥, 𝑦𝑦)
𝑃𝑃𝑌𝑌(𝑦𝑦)

=
𝑃𝑃𝑌𝑌|𝑋𝑋 𝑦𝑦 𝑥𝑥 𝑃𝑃𝑋𝑋(𝑥𝑥)

𝑃𝑃𝑌𝑌(𝑦𝑦)

𝑃𝑃𝑌𝑌 𝑦𝑦 = �
𝑥𝑥
𝑝𝑝𝑋𝑋(𝑥𝑥)𝑝𝑝𝑌𝑌|𝑋𝑋(𝑦𝑦|𝑥𝑥)

• Say, this is the discrete case
• Typical example:

– 𝑋𝑋 = 1,0 : airplane present/no present
– 𝑌𝑌 = 1,0 : something did/did not register on radar

• Inference problem:
– 𝑃𝑃(𝑋𝑋|𝑌𝑌) : given the radar measurement, calculate the 

probability that the plane is up there
– Make decision this way (find X=x that maximizes P(X|Y))
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• Continuous case:

𝑓𝑓𝑋𝑋|𝑌𝑌 𝑥𝑥 𝑦𝑦 =
𝑓𝑓𝑋𝑋,𝑌𝑌(𝑥𝑥, 𝑦𝑦)
𝑓𝑓𝑌𝑌(𝑦𝑦)

=
𝑓𝑓𝑋𝑋(𝑥𝑥)𝑓𝑓𝑌𝑌|𝑋𝑋(𝑦𝑦|𝑥𝑥)

𝑓𝑓𝑌𝑌(𝑦𝑦)

𝑓𝑓𝑌𝑌 𝑦𝑦 = �
𝑥𝑥
𝑓𝑓𝑋𝑋 𝑥𝑥 𝑓𝑓𝑌𝑌|𝑋𝑋 𝑦𝑦 𝑥𝑥 𝑑𝑑𝑑𝑑

• Typical example
– X: some signal, e.g., current through resistor, with 𝑓𝑓𝑋𝑋 𝑥𝑥
– Y: signal with some noise, e.g., Gaussian noise

• Inference problem is the same
– Compute 𝑓𝑓𝑋𝑋|𝑌𝑌

• Make decision this way (find X=x that maximizes some criterion 
of 𝒇𝒇𝑿𝑿|𝒀𝒀, maybe we can find E(X|Y)?)

– 𝑓𝑓𝑌𝑌|𝑋𝑋 is the model of signal with noise

5



Discrete X, Continuous Y

• Typical example (communication)
– X: discrete signal (say a bit, 0,1), 
– Y: measured signal (X + Gaussian noise)

• prior: 𝑃𝑃𝑋𝑋(𝑥𝑥)
• Could be equally-likely to send 0,1 (PMF)

– Continuous noise model: 𝑓𝑓𝑌𝑌|𝑋𝑋(𝑦𝑦|𝑥𝑥)
• Conditional densities of y in a universe that’s specified by a particular 

value of x
• This is something that you know
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𝑃𝑃 𝑋𝑋 = 𝑥𝑥 𝑌𝑌 = 𝑦𝑦 ≈ 𝑃𝑃 𝑋𝑋 = 𝑥𝑥 𝑦𝑦 ≤ 𝑌𝑌 ≤ 𝑦𝑦 + 𝛿𝛿

=
𝑃𝑃 𝑋𝑋 = 𝑥𝑥 𝑃𝑃(𝑦𝑦 ≤ 𝑌𝑌 ≤ 𝑦𝑦 + 𝛿𝛿|𝑋𝑋 = 𝑥𝑥)

𝑃𝑃(𝑦𝑦 ≤ 𝑌𝑌 ≤ 𝑦𝑦 + 𝛿𝛿)

≈
𝑃𝑃 𝑋𝑋 = 𝑥𝑥 𝑓𝑓𝑌𝑌|𝑋𝑋 𝑦𝑦 𝑥𝑥 𝛿𝛿

𝑓𝑓𝑌𝑌(𝑦𝑦)𝛿𝛿

=
𝑃𝑃𝑋𝑋(𝑥𝑥)𝑓𝑓𝑌𝑌|𝑋𝑋(𝑦𝑦|𝑥𝑥)

𝑓𝑓𝑌𝑌(𝑦𝑦)
𝑓𝑓𝑌𝑌 𝑦𝑦 = �

𝑖𝑖
𝑃𝑃𝑋𝑋(𝑖𝑖)𝑓𝑓𝑌𝑌|𝑋𝑋(𝑦𝑦|𝑖𝑖)

Put it together:

𝑃𝑃𝑋𝑋|𝑌𝑌 𝑥𝑥 𝑦𝑦 =
𝑝𝑝𝑋𝑋 𝑥𝑥 𝑓𝑓𝑌𝑌|𝑋𝑋(𝑦𝑦|𝑥𝑥)

𝑓𝑓𝑌𝑌(𝑦𝑦)
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Look at it again: Bayes rule
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Measurement
/Model

𝑋𝑋or𝑁𝑁 𝑌𝑌
𝑓𝑓𝑋𝑋(𝑥𝑥) 𝑓𝑓𝑌𝑌|𝑋𝑋(𝑦𝑦|𝑥𝑥)

Inference
𝑓𝑓𝑋𝑋|𝑌𝑌(𝑥𝑥|𝑦𝑦)

• If Y is a continuous random variable, we have:
• If X is continuous random variable

𝑓𝑓𝑋𝑋,𝑌𝑌 𝑥𝑥,𝑦𝑦 = 𝑓𝑓𝑌𝑌 𝑦𝑦 𝑓𝑓𝑋𝑋|𝑌𝑌 𝑥𝑥 𝑦𝑦 = 𝑓𝑓𝑋𝑋 𝑥𝑥 𝑓𝑓𝑌𝑌|𝑋𝑋 𝑦𝑦 𝑥𝑥
So,

𝑓𝑓𝑋𝑋|𝑌𝑌 𝑥𝑥 𝑦𝑦 =
𝑓𝑓𝑋𝑋(𝑥𝑥)𝑓𝑓𝑌𝑌|𝑋𝑋(𝑦𝑦|𝑥𝑥)

𝑓𝑓𝑌𝑌(𝑦𝑦) =
𝑓𝑓𝑋𝑋(𝑥𝑥)𝑓𝑓𝑌𝑌|𝑋𝑋(𝑦𝑦|𝑥𝑥)

∫−∞
∞ 𝑓𝑓𝑋𝑋 𝑡𝑡 𝑓𝑓𝑌𝑌|𝑋𝑋 𝑦𝑦 𝑡𝑡 𝑑𝑑𝑑𝑑

• If N is discrete random variable, we have
𝑓𝑓𝑌𝑌 𝑦𝑦 𝑃𝑃 𝑁𝑁 = 𝑛𝑛 𝑌𝑌 = 𝑦𝑦 = 𝑝𝑝𝑁𝑁(𝑛𝑛)𝑓𝑓𝑌𝑌|𝑁𝑁(𝑦𝑦|𝑛𝑛)

Resulting in the formula:

𝑃𝑃 𝑁𝑁 = 𝑛𝑛 𝑌𝑌 = 𝑦𝑦 =
𝑝𝑝𝑁𝑁(𝑛𝑛)𝑓𝑓𝑌𝑌|𝑁𝑁(𝑦𝑦|𝑛𝑛)

𝑓𝑓𝑌𝑌(𝑦𝑦) =
𝑝𝑝𝑁𝑁(𝑛𝑛)𝑓𝑓𝑌𝑌|𝑁𝑁(𝑦𝑦|𝑛𝑛)
∑𝑖𝑖 𝑝𝑝𝑁𝑁(𝑖𝑖)𝑓𝑓𝑌𝑌|𝑁𝑁(𝑦𝑦|𝑖𝑖)



A quick example

• A Binary signal S is transmitted, and we are given that
𝑃𝑃 𝑆𝑆 = 1 = 𝑝𝑝,𝑃𝑃 𝑆𝑆 = −1 = 1 − 𝑝𝑝

The received signal is 𝑌𝑌 = 𝑁𝑁 + 𝑆𝑆, where N is Gaussian noise 
(µ=0, σ2=1), independent of S. What is the probability that 
S=1, as a function of the observed value y of Y?
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𝑃𝑃 𝑆𝑆 = 1 𝑌𝑌 = 𝑦𝑦 =
𝑝𝑝𝑆𝑆(1)𝑓𝑓𝑌𝑌|𝑆𝑆(𝑦𝑦|1)

𝑓𝑓𝑌𝑌(𝑦𝑦)
𝑓𝑓𝑌𝑌 𝑦𝑦 = �

𝑖𝑖
𝑝𝑝𝑁𝑁(𝑖𝑖)𝑓𝑓𝑌𝑌|𝑁𝑁(𝑦𝑦|𝑖𝑖)

What is 𝑓𝑓𝑌𝑌|𝑆𝑆?
If the measurement is additive Gaussian noise (𝑁𝑁(0,1)) to the original 
signal S, that is 𝑌𝑌 = 𝑆𝑆 + 𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁

𝑓𝑓𝑌𝑌|𝑆𝑆 𝑦𝑦 𝑆𝑆 = 1 ~𝑁𝑁 𝜇𝜇 = 1,𝜎𝜎2 = 1

𝑓𝑓𝑌𝑌|𝑆𝑆(𝑦𝑦|𝑆𝑆 = −1)~𝑁𝑁(𝜇𝜇 = −1,𝜎𝜎2 = 1)
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measurement𝑆𝑆 𝑌𝑌
𝑝𝑝𝑆𝑆(𝑠𝑠) 𝑓𝑓𝑌𝑌|𝑆𝑆(𝑦𝑦|𝑠𝑠)

Inference
𝑓𝑓𝑆𝑆|𝑌𝑌(𝑠𝑠|𝑦𝑦)



𝑓𝑓𝑌𝑌|𝑆𝑆 𝑦𝑦 𝑆𝑆 = 1 ~𝑁𝑁 𝜇𝜇 = 1,𝜎𝜎2 = 1 =
1
2𝜋𝜋

𝑒𝑒−(𝑦𝑦−1)2/2

𝑓𝑓𝑆𝑆|𝑌𝑌 𝑆𝑆 = 1 𝑌𝑌 = 𝑦𝑦 =
𝑝𝑝𝑆𝑆(1)𝑓𝑓𝑌𝑌|𝑆𝑆(𝑦𝑦|1)

𝑓𝑓𝑌𝑌(𝑦𝑦)
𝑝𝑝 ∗ 1

2𝜋𝜋
𝑒𝑒− 𝑦𝑦−1 2/2

𝑝𝑝
2𝜋𝜋

𝑒𝑒− 𝑦𝑦−1 2/2 + 1 − 𝑝𝑝
2𝜋𝜋

𝑒𝑒− 𝑦𝑦+1 2/2

=
𝑝𝑝𝑒𝑒𝑦𝑦

𝑝𝑝𝑒𝑒𝑦𝑦 + (1 − 𝑝𝑝)𝑒𝑒−𝑦𝑦

With this probability density function, we can do ‘informed’ probabilistic 
inference, e.g., finding the probability that your received signal y is within a 
particular range
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Example 1

• A light bulb produced by the company is known to have 
an exponentially distributed lifetime Y. However, the 
company has been experiencing quality control problems. 
On any given day, the parameter λ of the PDF of Y is 
actually a random variable, uniformly distributed in the 
interval 1,3/2 . 

• We test a light bulb and record its lifetime. What can we 
say about the underlying parameter λ
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• Let’s model the parameter, λ, as a uniform random variable Λ
with PDF:

𝑓𝑓Λ λ = 2, for 1 ≤ λ ≤
3
2

So if we test the light bulb and record it lifetime (𝑌𝑌 = 𝑦𝑦), then how 
can we use that (𝑌𝑌 = 𝑦𝑦) to modify our original belief of 𝑓𝑓Λ λ

Therefore, the available information about Λ is captured by the 
conditional PDF 𝑓𝑓Λ|𝑌𝑌 λ|𝑌𝑌 = 𝑦𝑦 , we can compute it using continuous 
Bayes rule

𝑓𝑓Λ|𝑌𝑌 𝑦𝑦 =
𝑓𝑓Λ λ 𝑓𝑓𝑌𝑌|Λ 𝑦𝑦|λ

∫−∞
∞ 𝑓𝑓Λ 𝑡𝑡 𝑓𝑓𝑌𝑌|Λ 𝑦𝑦 𝑡𝑡 𝑑𝑑𝑑𝑑

=
2λ𝑒𝑒−λ𝑦𝑦

∫1
3/2 2𝑡𝑡𝑒𝑒−𝑡𝑡𝑡𝑡𝑑𝑑𝑑𝑑

, for 1 ≤ λ ≤
3
2

This is statistics – somewhat, we will come back to this 
Think about it, after you measure it, what’s the most likely parameter 
for this exponential distribution
Getting parameter’s PDF (function) estimated using real world data, 
then you pick a number (scalar, realization) that you think is right!
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Continuous random variable

• Function (PDF, CDF, so on)
– Know about exponential distribution
– Know how to compute Gaussian distribution’s probability

• Expected value, variances
• Joint PDF
• Marginal PDF
• Conditional PDF

– Each can be operated with expectation operator

• Bayesian inference
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Outline

Reading 4.1

• Derived distributions
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Derived distribution

Idea:
– Trying to find the distribution of a function of one or more 

known random variable with known probability law
– These types of distributions are called derived distribution

• Say for example:
– You are told (X,Y) is uniform
– You are interested in finding X/Y

• Finding the ratio
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Derived distribution

• Essentially, you are trying to obtain the pdf for:

𝑔𝑔 𝑋𝑋,𝑌𝑌 =
𝑌𝑌
𝑋𝑋

– Involves deriving a distribution from known distribution
– Note that 𝑔𝑔 𝑋𝑋,𝑌𝑌 is also a random variable

• *Important: When not to find them
– If you don’t need to find 𝑔𝑔 𝑋𝑋,𝑌𝑌 if not needed
– For example:

𝐸𝐸 𝑔𝑔(𝑋𝑋,𝑌𝑌) = �𝑔𝑔 𝑥𝑥,𝑦𝑦 𝑓𝑓𝑋𝑋,𝑌𝑌 𝑥𝑥,𝑦𝑦 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑
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How to find them?

• Discrete case
– Think about random variable is a mapping function
– Obtain probability mass for each possible value of 𝑌𝑌 = 𝑔𝑔(𝑋𝑋)

𝑝𝑝𝑌𝑌 𝑦𝑦 = 𝑃𝑃 𝑔𝑔 𝑋𝑋 = 𝑦𝑦 = �
𝑥𝑥:𝑔𝑔 𝑥𝑥 =𝑦𝑦

𝑝𝑝𝑋𝑋(𝑥𝑥)

• Just sum up the probability in the 𝑋𝑋
that leads to 𝑌𝑌 = 𝑦𝑦 to come up with the
new PMF
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Continuous case

• Can we do the same thing as in the discrete case?
– Not really, we don’t have probability that operates “points-to-

points”
– Because? 
– Probability in continuous case is zero at every individual point

• So what we want to find is not the probability, 
– We want to find the actual density for Y
– In essence:

• Find the probability of falling in a small interval around 𝑌𝑌 = 𝑦𝑦, and 
look back at the set of x’s that leads to those y’s

• Then set those probability equal to each other to find density
19



Continuous case

• Instead of working with intervals, we work directly with 
CDF
– What is CDFs? Cumulative distribution function
– Essentially, a big intervals!

• Two step procedure
– Get CDF of 𝑌𝑌: 𝐹𝐹𝑌𝑌 𝑦𝑦 = 𝑃𝑃(𝑌𝑌 ≤ 𝑦𝑦)
– Differentiate the CDF to obtain PDF

𝑓𝑓𝑌𝑌 𝑦𝑦 =
𝑑𝑑𝐹𝐹𝑌𝑌
𝑑𝑑𝑑𝑑

(𝑦𝑦)
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Example

• 𝑋𝑋: uniform on [0,2]
• 𝑌𝑌 = 𝑋𝑋3

– Now how to find the PDF for Y?

• 𝑌𝑌 can take value from [0,8]
– You might think, since all x’s are equally-likely, y’s should be 

equally-likely too?
– Is that really correct?
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Example

• Lets try to apply the two-step procedure

𝐹𝐹𝑌𝑌 𝑦𝑦 = 𝑃𝑃 𝑌𝑌 ≤ 𝑦𝑦 = 𝑃𝑃 𝑋𝑋3 ≤ 𝑦𝑦

= 𝑃𝑃 𝑋𝑋 ≤ 𝑦𝑦1/3

What is this, X is uniform, and this is cumulative distribution 
in the interval of 0,𝑦𝑦1/3
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• 𝑃𝑃 𝑋𝑋 ≤ 𝑦𝑦1/3

– What is the probability (essentially the area)

– Area: 1
2
𝑦𝑦1/3

𝐹𝐹𝑌𝑌 𝑦𝑦 = 𝑃𝑃 𝑋𝑋 ≤ 𝑦𝑦1/3 =
1
2
𝑦𝑦1/3

𝑓𝑓𝑌𝑌 𝑦𝑦 =
𝑑𝑑𝐹𝐹𝑌𝑌
𝑑𝑑𝑑𝑑

𝑦𝑦 =
1

6𝑦𝑦
2
3

, 0 ≤ 𝑦𝑦 ≤ 8

This is not a uniform distribution!
23
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Another example

• You are driving from Boston to New York. You are on 
cruise control, hence your speed is uniformly distributed 
between 30 and 60 mph.

• You are going to drive a distance of 200 miles, and the 
time to take for the trip is 200/V
– 𝑇𝑇 𝑉𝑉 = 200

𝑉𝑉
– 𝑉𝑉~𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈(30,60)
– Now we have distribution of V, can we find the distribution of T?
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• 𝑃𝑃 𝑇𝑇 ≤ 𝑡𝑡 = 𝑃𝑃 200
𝑉𝑉
≤ 𝑡𝑡 = 𝑃𝑃(200

𝑡𝑡
≤ 𝑉𝑉)

𝑓𝑓𝑉𝑉 𝑣𝑣 = �
1

30
, 30 ≤ 𝑣𝑣 ≤ 60

0, otherwise

The CDF of 𝐹𝐹𝑉𝑉 𝑣𝑣 = 𝑃𝑃(𝑉𝑉 ≤ 𝑣𝑣)

𝐹𝐹𝑉𝑉 𝑣𝑣 =

0, if v ≤ 30
𝑣𝑣 − 30

30
, if 30 ≤ 𝑣𝑣 ≤ 60

1, if 60 ≤ 𝑣𝑣
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𝑃𝑃
200
𝑡𝑡

≤ 𝑉𝑉 = 1 − 𝐹𝐹𝑉𝑉
200
𝑡𝑡

=

0, if 𝑡𝑡 ≤ 200/60

1 −
200
𝑡𝑡 − 30

30
, if 200/60 ≤ 𝑡𝑡 ≤ 200/30

1, if 200/30 ≤ 𝑡𝑡
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• Now that we have the CDF, need to find PDF 
– Just perform differentiation

𝐹𝐹𝑇𝑇 𝑡𝑡 =

0, if 𝑡𝑡 ≤
200
60

1 −
200
𝑡𝑡 − 30

30 , if
200
60 ≤ 𝑡𝑡 ≤

200
30

1, if
200
30 ≤ 𝑡𝑡

𝑓𝑓𝑇𝑇 𝑡𝑡 =

0, if 𝑡𝑡 ≤
200
60

20
3𝑡𝑡2 , if

200
60 ≤ 𝑡𝑡 ≤

200
30

0, if
200
30 ≤ 𝑡𝑡
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Some note

• The first problem:
– Monotonically increasing function

• Find CDF directly

• The second problem:
– Monotonically decreasing function

• The inequality has to be reverted at some point (note the 1-CDF)
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Linear case

• Lets say 𝑌𝑌 is linear function of 𝑋𝑋
𝑌𝑌 = 2𝑋𝑋 + 5

• Imagine simple intuition to reason:
– Stretch and rescale
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From figure above,

Let’s write the formula first (in the case of 𝑌𝑌 is linear 
function of 𝑋𝑋: 𝑌𝑌 = 𝑎𝑎𝑎𝑎 + 𝑏𝑏)

𝑓𝑓𝑌𝑌 𝑦𝑦 =
1
𝑎𝑎
𝑓𝑓𝑋𝑋

𝑦𝑦 − 𝑏𝑏
𝑎𝑎

• Multiplying means stretching

• Shifting just moving the pdfs
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Let’s derive this using two step approach

Assume 𝑎𝑎 > 0

𝐹𝐹𝑌𝑌 𝑦𝑦 = 𝑃𝑃 𝑌𝑌 ≤ 𝑦𝑦 = 𝑃𝑃(𝑎𝑎𝑎𝑎 + 𝑏𝑏 ≤ 𝑦𝑦)

= 𝑃𝑃 𝑋𝑋 ≤
𝑦𝑦 − 𝑏𝑏
𝑎𝑎

= 𝐹𝐹𝑋𝑋
𝑦𝑦 − 𝑏𝑏
𝑎𝑎

Now, let’s differentiate this, 
Using chain rule:

𝑓𝑓𝑌𝑌 𝑦𝑦 =
𝑑𝑑𝐹𝐹𝑌𝑌(𝑦𝑦)
𝑑𝑑𝑑𝑑

=
1
𝑎𝑎
𝑓𝑓𝑋𝑋

𝑦𝑦 − 𝑏𝑏
𝑎𝑎
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• With 𝑎𝑎 < 0

𝐹𝐹𝑌𝑌 𝑦𝑦 = 𝑃𝑃 𝑌𝑌 ≤ 𝑦𝑦 = 𝑃𝑃 𝑎𝑎𝑎𝑎 + 𝑏𝑏 ≤ 𝑦𝑦

= 𝑃𝑃 𝑋𝑋 ≥
𝑦𝑦 − 𝑏𝑏
𝑎𝑎

= 1 − 𝐹𝐹𝑋𝑋
𝑦𝑦 − 𝑏𝑏
𝑎𝑎

Now, let’s differentiate this, 

𝑓𝑓𝑌𝑌 𝑦𝑦 =
𝑑𝑑𝐹𝐹𝑌𝑌(𝑦𝑦)
𝑑𝑑𝑑𝑑

=
1
𝑎𝑎
𝑓𝑓𝑋𝑋

𝑦𝑦 − 𝑏𝑏
𝑎𝑎

32


	EE 306001 �Probability
	Review on Probabilistic Inference
	Variations in Bayes rule
	投影片編號 4
	投影片編號 5
	Discrete X, Continuous Y
	投影片編號 7
	Look at it again: Bayes rule
	A quick example
	投影片編號 10
	投影片編號 11
	Example 1
	投影片編號 13
	Continuous random variable
	Outline
	Derived distribution
	Derived distribution
	How to find them?
	Continuous case
	Continuous case
	Example
	Example
	投影片編號 23
	Another example
	投影片編號 25
	投影片編號 26
	投影片編號 27
	Some note
	Linear case
	投影片編號 30
	Let’s derive this using two step approach
	投影片編號 32

