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Probability density functions

Cumulative distribution functions

Normal random variables
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Summary of PDF properties

Let X be a continuous random variable with PDF 𝑓𝑓𝑋𝑋(𝑥𝑥)
• 𝑓𝑓𝑋𝑋 𝑥𝑥 ≥ 0 for all x

• ∫−∞
∞ 𝑓𝑓𝑋𝑋 𝑥𝑥 𝑑𝑑𝑑𝑑 = 1

• If δ is small, then 𝑃𝑃 𝑥𝑥, 𝑥𝑥 + 𝛿𝛿 ≈ 𝑓𝑓𝑋𝑋(𝑥𝑥)𝛿𝛿
• For any subset B on the real line

𝑃𝑃 𝑋𝑋 ∈ 𝐵𝐵 = �
𝐵𝐵
𝑓𝑓𝑋𝑋 𝑥𝑥 𝑑𝑑𝑑𝑑
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Expectation properties for continuous random 
variable

Let X be a continuous random variable with PDF 𝑓𝑓𝑋𝑋(𝑥𝑥)
• The expectation of X is defined by

𝐸𝐸 𝑋𝑋 = �
−∞

∞
𝑥𝑥𝑓𝑓𝑋𝑋 𝑥𝑥 𝑑𝑑𝑑𝑑

• The expected value rule for a function g(X) has the form

𝐸𝐸 𝑔𝑔 𝑋𝑋 = �
−∞

∞
𝑔𝑔 𝑥𝑥 𝑓𝑓𝑋𝑋 𝑥𝑥 𝑑𝑑𝑑𝑑

• The variance of X is defined by

𝑉𝑉𝑉𝑉𝑉𝑉 𝑋𝑋 = 𝐸𝐸 𝑋𝑋 − 𝐸𝐸 𝑋𝑋 2 = �
−∞

∞
𝑥𝑥 − 𝐸𝐸 𝑋𝑋 2𝑓𝑓𝑋𝑋 𝑥𝑥 𝑑𝑑𝑑𝑑
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• So we have,
0 ≤ 𝑉𝑉𝑉𝑉𝑉𝑉 𝑋𝑋 = 𝐸𝐸 𝑋𝑋2 − 𝐸𝐸[𝑋𝑋]2

• If 𝑌𝑌 = 𝑎𝑎𝑎𝑎 + 𝑏𝑏, where a and b are scalars, then

𝐸𝐸 𝑌𝑌 = 𝑎𝑎𝑎𝑎 𝑋𝑋 + 𝑏𝑏

𝑉𝑉𝑉𝑉𝑉𝑉 𝑌𝑌 = 𝑎𝑎2𝑉𝑉𝑉𝑉𝑉𝑉(𝑋𝑋)
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Summary of CDF properties

• The CDF of a random variable X is defined by
𝐹𝐹𝑋𝑋 𝑥𝑥 = 𝑃𝑃 𝑋𝑋 ≤ 𝑥𝑥 , for all x

And has the following properties:
• 𝐹𝐹𝑋𝑋 𝑥𝑥 is monotonically non-decreasing

– If 𝑥𝑥 ≤ 𝑦𝑦, then 𝐹𝐹𝑋𝑋 𝑥𝑥 ≤ 𝐹𝐹𝑌𝑌 𝑦𝑦
• 𝐹𝐹𝑋𝑋 𝑥𝑥 tends to 0 as 𝑥𝑥 → −∞ and tends to 1 as 𝑥𝑥 → ∞
• If X is discrete, 𝐹𝐹𝑋𝑋 𝑥𝑥 is piece-wise constant function
• If X is continuous, 𝐹𝐹𝑋𝑋 𝑥𝑥 is a continuous function
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• If X is discrete and takes integer values, the PMF and the 
CDF can be obtained from each other by summing or 
differencing:

𝐹𝐹𝑋𝑋 𝑥𝑥 = �
𝑖𝑖=−∞

𝑝𝑝𝑋𝑋(𝑖𝑖)

𝑝𝑝𝑋𝑋 𝑖𝑖 = 𝑃𝑃 𝑋𝑋 ≤ 𝑘𝑘 − 𝑃𝑃 𝑋𝑋 ≤ 𝑘𝑘 − 1 = 𝐹𝐹𝑋𝑋 𝑘𝑘 − 𝐹𝐹𝑋𝑋 𝑘𝑘 − 1

• If X is continuous, the PDF and the CDF can be obtained 
from each other by integration and differentiation

𝐹𝐹𝑋𝑋 𝑥𝑥 = �
−∞

𝑥𝑥
𝑓𝑓𝑋𝑋 𝑡𝑡 𝑑𝑑𝑑𝑑

𝑓𝑓𝑋𝑋 𝑥𝑥 =
𝑑𝑑𝐹𝐹𝑋𝑋
𝑑𝑑𝑑𝑑

𝑥𝑥

this is valid for those x at which the PDF is continuous
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Exponential distribution

• Definition

𝑓𝑓𝑋𝑋 𝑥𝑥 = �λ𝑒𝑒
−λ𝑥𝑥, if 𝑥𝑥 ≥ 0

0, otherwise
– λ is a positive parameter characterizing the PDF
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• Legitimate PDF?

�
−∞

∞
𝑓𝑓𝑋𝑋 𝑥𝑥 𝑑𝑑𝑑𝑑 = �

0

∞
λ𝑒𝑒−λ𝑥𝑥𝑑𝑑𝑑𝑑 = −𝑒𝑒−λ𝑥𝑥|∞0 = 1

• Exponential PDF good for?
– Amount of time until an incident of interest takes place

• Message arrival
• Equipment breakdown
• Light bulb burning out
• …

• E[X]= 1/λ

• Var[X]= 1
λ2
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Geometric and Exponential CDFs

• Geometric PMF
– Number of trials until the first success
– CDF?

𝐹𝐹𝑔𝑔𝑔𝑔𝑔𝑔 𝑛𝑛 = �
𝑘𝑘=1

𝑛𝑛
𝑝𝑝(1 − 𝑝𝑝)𝑘𝑘−1 = 𝑝𝑝

1 − (1 − 𝑝𝑝)𝑛𝑛

1 − (1 − 𝑝𝑝)
= 1 − 1 − 𝑝𝑝 𝑛𝑛, for n = 1,2, …

• Exponential PDF

𝐹𝐹𝑒𝑒𝑒𝑒𝑒𝑒 𝑥𝑥 = �
0

𝑥𝑥
λ𝑒𝑒−λ𝑡𝑡𝑑𝑑𝑑𝑑 = −𝑒𝑒−λ𝑡𝑡|𝑥𝑥0 = 1 − 𝑒𝑒−λ𝑥𝑥

10

�
𝑘𝑘=0

𝑛𝑛
𝑟𝑟𝑘𝑘 =

1 − 𝑟𝑟𝑛𝑛+1

1 − 𝑟𝑟
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If we set:
𝛿𝛿 = − ln(1 − 𝑝𝑝)/λ

Then:
𝑒𝑒−λ𝛿𝛿 = 1 − 𝑝𝑝

We see that 
𝐹𝐹𝑒𝑒𝑒𝑒𝑒𝑒 𝑛𝑛𝛿𝛿 = 𝐹𝐹𝑔𝑔𝑔𝑔𝑔𝑔(𝑛𝑛)

So, if we toss very quickly (every δ seconds, where δ << 1 with a small probability of 
getting a head (𝑝𝑝 = 1 − 𝑒𝑒−λ𝛿𝛿), the first time to get a head can then be closely 
approximated by exponential distribution



p2

The time until a small meteorite first lands anywhere in the 
Sahara desert is modeled as an exponential random 
variable with a mean of 10 days. The time is currently 
midnight. What is the probability that a meteorite first 
lands some time between 6am and 6pm of the first day?
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• Let X be the time elapsed until the event of interest, 
measured in days. Then X is exponential, with mean 1λ =

10 λ = 1
10

. The desired probability is:

𝑃𝑃
1
4
≤ 𝑋𝑋 ≤

3
4

= 𝑃𝑃 𝑋𝑋 ≥
1
4

− 𝑃𝑃 𝑋𝑋 >
3
4

= 𝑒𝑒−1/40 + 𝑒𝑒−3/40 = 0.0476

13

𝐹𝐹𝑒𝑒𝑒𝑒𝑒𝑒 𝑥𝑥 = 1 − 𝑒𝑒−λ𝑥𝑥



NORMAL RANDOM VARIABLE

One of the most used random variable (parameter: 𝜇𝜇,𝜎𝜎)
Reason will come clear when we get to limit theorem

PDF:𝑓𝑓𝑋𝑋 𝑥𝑥 = 1
2𝜋𝜋𝜎𝜎

𝑒𝑒− 𝑥𝑥−𝜇𝜇 2/2𝜎𝜎2

14How to computer probability? (find the area, how?) use CDF 



CDF calculation for a normal random variable

• No close form solution for normal CDF
• Two step procedure in calculating the CDF of a normal random 

variable

Say a normal random variable X with µ and variance σ2:

a) “Standardize” X: subtract µ and divide by σ to obtain a standard 
normal random variable Y

a) Think about what happen to Expected value and Variance after 
standardization?

b) Read the CDF values from the standard normal table

𝑃𝑃 𝑋𝑋 ≤ 𝑥𝑥 = 𝑃𝑃
𝑋𝑋 − 𝜇𝜇
𝜎𝜎 ≤

𝑥𝑥 − 𝜇𝜇
𝜎𝜎 = 𝑃𝑃 𝑌𝑌 ≤

𝑥𝑥 − 𝜇𝜇
𝜎𝜎 = Φ

𝑥𝑥 − 𝜇𝜇
𝜎𝜎
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16Just look up table P(X<x)



p3

Let X and Y be Gaussian random variables, with 𝑋𝑋~𝑁𝑁(0,1)
and 𝑌𝑌~𝑁𝑁(1,4)
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a) Find 𝑃𝑃 𝑋𝑋 ≤ 1.5 and 𝑃𝑃(𝑋𝑋 ≤ −1)

Just go through the drill (look at the table):
𝑃𝑃 𝑋𝑋 ≤ 1.5 = Φ 1.5 = 0.9332

𝑃𝑃 𝑋𝑋 ≤ −1 = 1 − 𝑃𝑃 𝑋𝑋 ≤ 1 = 1 −Φ 1 = 1 − 0.8413
= 0.1587
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b) What is the distribution of 𝑌𝑌−1
2

Linear transformation of Gaussian random variable is also a random variable 
(will prove this next section) -> a very nice property that we will keep using in 
the future

𝑌𝑌~𝑁𝑁(1,4)

𝐸𝐸
𝑌𝑌 − 1

2
=

1
2
𝐸𝐸 𝑌𝑌 − 1

𝑉𝑉𝑉𝑉𝑉𝑉
𝑌𝑌 − 1

2
= 𝑉𝑉𝑉𝑉𝑉𝑉

𝑌𝑌
2

=
1
4
𝑉𝑉𝑉𝑉𝑉𝑉 𝑌𝑌 = 1

𝑌𝑌 − 1
2

~𝑁𝑁(0,1)
Standardization of normal random variable
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c) Find 𝑃𝑃(−1 ≤ 𝑌𝑌 ≤ 1)

𝑃𝑃 −1 ≤ 𝑌𝑌 ≤ 1 = 𝑃𝑃
−1 − 1

2
≤
𝑌𝑌 − 1

2
≤

1 − 1
2

= Φ 0 −Φ −1 = Φ 0 − 1 −Φ 1 = 0.3413

20

standardize

Look up table



Signal detection

• A binary message is transmitted as a signal s, which is 
either -1 or +1. The communication channel corrupts the 
transmission with additive normal noise with mean µ=0 
and variances σ2.

The receiver that the signal -1 (or 1) was transmitted if the 
value received is <0 (or ≥0)

Now what is the probability of error?

21

This actually has a proof, we will 
do it in later sections
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• An error occurs whenever -1 is transmitted and the noise 
N is at least 1 so that s+N=-1+N≥0

• Or whenever 1 is transmitted and the noise N is smaller 
than -1 so that s+N=1+N<0

𝑃𝑃 𝑁𝑁 ≥ 1 = 1 − 𝑃𝑃 𝑁𝑁 < 1 = 1 − 𝑃𝑃
𝑁𝑁 − 𝜇𝜇
𝜎𝜎

<
1 − 𝜇𝜇
𝜎𝜎

= 1 −Φ
1 − 𝜇𝜇
𝜎𝜎

= 1 −Φ
1
𝜎𝜎

By symmetry 𝑃𝑃(𝑁𝑁 ≤ −1) is the same
If σ = 1, probability of error = 1 - Φ(1) = 1 – 0.8413 = 0.1587
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Readings: Section 3.4 – 3.5 

Lecture outline
• Multiple random variables

– Conditioning 
– Independence

• Examples
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Continuous r.v.’s and pdf’s

25

𝑃𝑃 𝑎𝑎 ≤ 𝑋𝑋 ≤ 𝑏𝑏 = �
𝑎𝑎

𝑏𝑏
𝑓𝑓𝑋𝑋 𝑥𝑥 𝑑𝑑𝑑𝑑



Joint PDF 𝑓𝑓𝑋𝑋,𝑌𝑌(𝑥𝑥, 𝑦𝑦)

𝑃𝑃 𝑋𝑋,𝑌𝑌 ∈ 𝑆𝑆 = �
𝑆𝑆
𝑓𝑓𝑋𝑋,𝑌𝑌 𝑥𝑥,𝑦𝑦 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑

• 𝑓𝑓𝑋𝑋.𝑌𝑌 𝑥𝑥,𝑦𝑦 is non-negative
• We can imagine S is a two-dimensional plane

• For any given subset, B, say a rectangular region:

𝑃𝑃 𝑥𝑥1 ≤ 𝑋𝑋 ≤ 𝑥𝑥2,𝑦𝑦1 ≤ 𝑌𝑌 ≤ 𝑦𝑦2 = �
𝑥𝑥1

𝑥𝑥2
�
𝑦𝑦1

𝑦𝑦2
𝑓𝑓𝑋𝑋,𝑌𝑌 𝑥𝑥,𝑦𝑦 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑

• For the entire two-dimensional, S, plane:

𝑃𝑃 𝑋𝑋,𝑌𝑌 ∈ 𝑆𝑆 = �
−∞

∞
�
−∞

∞
𝑓𝑓𝑋𝑋,𝑌𝑌 𝑥𝑥,𝑦𝑦 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 = 1
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• Intuitive interpretation:
– Let δ be a small positive number, and consider the probability of 

a small rectangle

𝑃𝑃 𝑥𝑥1 ≤ 𝑋𝑋 ≤ 𝑥𝑥1 + δ,𝑦𝑦1 ≤ 𝑌𝑌 ≤ 𝑦𝑦1 + δ = �
𝑥𝑥1

𝑥𝑥1+𝛿𝛿
�
𝑦𝑦1

𝑦𝑦1+𝛿𝛿
𝑓𝑓𝑋𝑋,𝑌𝑌 𝑥𝑥,𝑦𝑦 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑

≈ 𝑓𝑓𝑋𝑋,𝑌𝑌 𝑥𝑥1,𝑦𝑦1 ∗ 𝛿𝛿2

– Probability per unit area
– Joint PDF contains all relevant probabilistic information between X, Y 

and their statistical dependencies
– It can be used to calculate probability of event that are defined by 

both event
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• Marginal probability 
– It can also be used to calculate event involving only one of the 

variable
– Say, let A be a subset on the real line (X ∈ 𝐴𝐴)

𝑃𝑃 𝑋𝑋 ∈ 𝐴𝐴 = 𝑃𝑃 𝑋𝑋 ∈ 𝐴𝐴,𝑌𝑌 ∈ −∞,∞ = �
𝐴𝐴
�
−∞

∞
𝑓𝑓𝑋𝑋,𝑌𝑌 𝑥𝑥,𝑦𝑦 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑

• From this we can see that:
Marginal PDF 

𝑓𝑓𝑋𝑋 𝑥𝑥 = �
−∞

∞
𝑓𝑓𝑋𝑋,𝑌𝑌 𝑥𝑥,𝑦𝑦 𝑑𝑑𝑑𝑑

𝑓𝑓𝑌𝑌 𝑥𝑥 = �
−∞

∞
𝑓𝑓𝑋𝑋,𝑌𝑌 𝑥𝑥,𝑦𝑦 𝑑𝑑𝑥𝑥
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Independence

• The same goes for PDF and for PMF
• Two random variables are independent iff their joint PDF 

factors into product

𝑓𝑓𝑋𝑋,𝑌𝑌 𝑥𝑥,𝑦𝑦 = 𝑓𝑓𝑋𝑋 𝑥𝑥 ∗ 𝑓𝑓𝑌𝑌 𝑦𝑦

• Intuitively it is the same thing as PMF (knowing one 
variable does not matter in calculating the other one)

29



Buffon’s needle

Say a surface is ruled with parallel lines, which are at 
distance d from each other. Suppose that we throw a 
needle of length l on the surface at random, it can happen 
either intersecting or non-intersection,

What is the probability that the needle will intersect one of 
the lines?

30



• Now we suppose 𝑙𝑙 < 𝑑𝑑, so that the needle can not 
intersect two lines simultaneously

• Let X be the vertical distance form the midpoint of the 
needle to the nearest of the parallel lines
– The midpoint of the needle can only locate between the two 

parallel lines

• Let θ be the acute angle formed by the axis 
of the needle and the parallel line

• Now we can model the pair of the random variable 
(𝑋𝑋,𝜃𝜃)with a uniform joint PDF over the rectangular set 
𝑥𝑥,𝜃𝜃 |0 ≤ 𝑥𝑥 ≤ 𝑑𝑑

2
, 0 ≤ 𝜃𝜃 ≤ 𝜋𝜋

2
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• Now, with the  idea of this is a uniform probability
– The density of X is uniform over d/2

𝑓𝑓𝑋𝑋 𝑥𝑥 =
2
𝑑𝑑

, if 0 ≤ x ≤
𝑑𝑑
2

– The density of Y is uniform over (0, π/2)

𝑓𝑓𝜃𝜃 𝜃𝜃 =
2
𝜋𝜋

, if 0 ≤ 𝜃𝜃 ≤
𝜋𝜋
2

• With that setup:
– Assuming that the orientation and the distance to the parallel 

lines are independent

𝑓𝑓𝑋𝑋,𝜃𝜃 𝑥𝑥,𝜃𝜃 = �
4
𝜋𝜋𝑑𝑑

, 𝑖𝑖𝑖𝑖 𝑥𝑥 ∈ 0,
𝑑𝑑
2

,𝜃𝜃 ∈ [0,
𝜋𝜋
2

]

0, 𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜
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• Now, we will go ahead and try to identify 
the event of interest:

• The length of the segment between the      
mid point of the needle and the point of     
intersection of the axis of the needle with 
the closest parallel line is 𝑥𝑥/ sin𝜃𝜃

• So the needle will intersect with the parallel 
line iff this length is less than 𝑙𝑙

2
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• Once we identify the event of interest, the only thing left 
is integration:

Event of interest: 𝑋𝑋 ≤ 𝑙𝑙
2

sin𝜃𝜃

𝑃𝑃 𝑋𝑋 ≤
𝑙𝑙
2 sin𝜃𝜃 = �

𝑥𝑥≤ 𝑙𝑙
2 sin 𝜃𝜃

𝑓𝑓𝑋𝑋,𝜃𝜃 𝑥𝑥,𝜃𝜃 𝑑𝑑𝑑𝑑𝑑𝑑𝜃𝜃

=
4
𝜋𝜋𝑑𝑑�0

𝜋𝜋/2
�
0

𝑙𝑙/2 sin 𝜃𝜃
𝑑𝑑𝑑𝑑𝑑𝑑𝜃𝜃 =

4
𝜋𝜋𝑑𝑑�0

𝜋𝜋/2 𝑙𝑙
2

sin𝜃𝜃 𝑑𝑑𝜃𝜃 =
2𝑙𝑙
𝜋𝜋𝑑𝑑 − cos 𝜃𝜃 |

𝜋𝜋
2
0

=
2𝑙𝑙
𝜋𝜋𝑑𝑑

It has been used to empirically evaluate the number of π

34



• More of a side note:
– This way of evaluating is called Monte-Carlo method
– Why? 

• When you have a function that’s extremely difficult to compute
• You can generate random samples over and over
• Then estimate the probability, which is then equals to that 

function of the number (irrational number)
• Especially useful for physicists, statisticians, and even computer 

scientists nowadays
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Conditioning

Recall:
𝑃𝑃 𝑥𝑥 ≤ 𝑋𝑋 ≤ 𝑥𝑥 + 𝛿𝛿 ≈ 𝑓𝑓𝑋𝑋 𝑥𝑥 ∗ 𝛿𝛿

• Density gives us probabilities of little intervals

• In the conditional world, we would like to define 
conditional density:

𝑃𝑃 𝑥𝑥 ≤ 𝑋𝑋 ≤ 𝑥𝑥 + 𝛿𝛿 𝑌𝑌 ≈ 𝑦𝑦 ≈ 𝑓𝑓𝑋𝑋|𝑌𝑌 𝑥𝑥 𝑦𝑦 ∗ 𝛿𝛿
– Why approximation?
– Conditional probability is undefined when you condition on an 

event that has 0 probability
– So instead of saying Y=y, we say Y is very close to y

36



• In practice, you may not care, however, to be rigorous, 
you should realize that it’s “in the limit” as Y goes y, not Y 
equals to y

• This leads to the definition of conditional density:

𝑓𝑓𝑋𝑋|𝑌𝑌 𝑥𝑥 𝑦𝑦 =
𝑓𝑓𝑋𝑋,𝑌𝑌(𝑥𝑥,𝑦𝑦)
𝑓𝑓𝑌𝑌(𝑦𝑦)

, if 𝑓𝑓𝑌𝑌 𝑦𝑦 > 0

• Interpretation:
– Say, I told you what Y is, given that, tell me what X’s density 

looks like (reverse is true too)
– In essence, you can imagine conditional PDF is just a ‘slice’ of a 

PDF
– But you need to normalize that slice
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Independence

• Given that we know something about conditional PDF

𝑓𝑓𝑋𝑋|𝑌𝑌 𝑥𝑥 𝑦𝑦 = 𝑓𝑓𝑋𝑋(𝑥𝑥)
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Joint PDF:
To calculate Probability of an 
event – look at how much 
mass is sitting on top of the 
region

Slicing the joint for different 
x’s and look at how y 
behaves for a fixed x

Marginal PDF:
Integrate over all Y=y’s

Conditional PDF:
Slicing -> renormalizing

y



Example: stick-breaking

• We have stick of length 𝑙𝑙
• Let’s break it twice:

– Break at X: uniform in 0, 𝑙𝑙
– Break again at Y: uniform in [0,𝑋𝑋]
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• What is the joint PDF between X, Y
𝑓𝑓𝑋𝑋,𝑌𝑌 𝑥𝑥,𝑦𝑦 = 𝑓𝑓𝑋𝑋 𝑥𝑥 𝑓𝑓𝑌𝑌|𝑋𝑋 𝑦𝑦 𝑥𝑥

• Essentially the multiplication that we know of

– So what is ? 𝑓𝑓𝑋𝑋 𝑥𝑥 = 1/𝑙𝑙

– What is? 𝑓𝑓𝑌𝑌|𝑋𝑋 𝑦𝑦|𝑥𝑥 = 1
𝑥𝑥

– The joint should be: 1
𝑙𝑙

1
𝑥𝑥

– Over what range?
• X can range anywhere from 0 to 𝑙𝑙
• Y can only be smaller than x
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• 𝑓𝑓𝑋𝑋,𝑌𝑌 𝑥𝑥,𝑦𝑦 = 1
𝑙𝑙𝑙𝑙

, 0 ≤ 𝑦𝑦 ≤ 𝑥𝑥 ≤ 𝑙𝑙

• 𝐸𝐸 𝑌𝑌|𝑋𝑋 = 𝑥𝑥 = ∫𝑦𝑦𝑓𝑓𝑌𝑌|𝑋𝑋 𝑦𝑦 𝑋𝑋 = 𝑥𝑥 𝑑𝑑𝑑𝑑

– 𝑓𝑓𝑌𝑌|𝑋𝑋 𝑦𝑦 𝑋𝑋 = 𝑥𝑥 = 1
x

– ∫0
𝑥𝑥 𝑦𝑦 1

𝑥𝑥
𝑑𝑑𝑑𝑑 = 𝑥𝑥

2
– It should be intuitively satisfying, it’s just the expected value of Y 

given the new universe where X has been realized
– Since Y is uniform, the expected value has to the midpoint x/2
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• Marginal PDF of Y: after breaking it twice, how big is the 
little piece that I am left with

𝑓𝑓𝑌𝑌 𝑦𝑦 = �𝑓𝑓𝑋𝑋,𝑌𝑌 𝑥𝑥,𝑦𝑦 𝑑𝑑𝑑𝑑 = �
𝑦𝑦

𝑙𝑙 1
𝑙𝑙𝑙𝑙
𝑑𝑑𝑑𝑑 =

1
𝑙𝑙

log(
𝑙𝑙
𝑦𝑦

) , 0 ≤ 𝑦𝑦 ≤ 𝑙𝑙

• Note, it is not enough to know the formula, you have to 
check the ‘range’ of integration, make sure you are 
integrating over the range where joint density does not 
equal to 0
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• 𝐸𝐸 𝑌𝑌 = ∫0
𝑙𝑙 𝑦𝑦𝑓𝑓𝑌𝑌 𝑦𝑦 𝑑𝑑𝑑𝑑 = ∫0

𝑙𝑙 𝑦𝑦(1
𝑙𝑙
) log 𝑙𝑙

𝑦𝑦
𝑑𝑑𝑑𝑑

– Looks a bit like ‘integration by part’ problem? ylogy

– Answer = 𝑙𝑙
4

– Seems obvious at the moment, you break once, ½, break again 
another ½,

• It turns out to be okay in this case, but not in general!

44


	EE 306001 �Probability
	投影片編號 2
	Summary of PDF properties
	Expectation properties for continuous random variable
	投影片編號 5
	Summary of CDF properties
	投影片編號 7
	Exponential distribution
	投影片編號 9
	Geometric and Exponential CDFs
	投影片編號 11
	p2
	投影片編號 13
	NORMAL RANDOM VARIABLE
	CDF calculation for a normal random variable
	投影片編號 16
	p3
	a) Find 𝑃 𝑋≤1.5 and 𝑃(𝑋≤−1)
	b) What is the distribution of  𝑌−1 2 
	c) Find 𝑃(−1≤𝑌≤1)
	Signal detection
	投影片編號 22
	投影片編號 23
	投影片編號 24
	Continuous r.v.’s and pdf’s
	Joint PDF  𝑓 𝑋,𝑌 (𝑥,𝑦)
	投影片編號 27
	投影片編號 28
	Independence
	Buffon’s needle
	投影片編號 31
	投影片編號 32
	投影片編號 33
	投影片編號 34
	投影片編號 35
	Conditioning
	投影片編號 37
	Independence
	投影片編號 39
	Example: stick-breaking
	投影片編號 41
	投影片編號 42
	投影片編號 43
	投影片編號 44

