
10720 EECS 303003 Probability Quiz #5 Ans 

Section A (25%) 

1. (G1) Suppose we extract an individual at random from a population whose members 

have an average income of $40,000, with a standard deviation of $20,000. What is the 

probability of extracting an individual whose income is either less than $10,000 or 

greater than $70,000? 

Ans: 

 

 Another answer could be get from using z table, however there is no saying that this 

random variable follows a normal distribution, so we should be really careful when considering 

the case.  

 

2. (G2) Before starting to play the roulette in a casino, you want to look for biases that 

you can exploit. You therefore watch 100 rounds that result in a number between 1 

and 36, and count the number of rounds for which the result is odd. If the count 

exceeds 55, you decide that the roulette is not fair. Find an approximation for the 

probability that you will decide the roulette is not fair. 

Ans: 

 

3. (G3) Assume knowing that the number of products manufactured from the factory in 

one week is a random variable, and its expected value of the products is 50 pieces. 



(a) What is the tightest upper bound we can say from the number of products 

manufactured this week being greater than 75 pieces by Markov’s inequality? 

(b) If we know the variance of products manufactured this week is 25. What can we 

say about the probability of the products’ amount manufactured between 40 

pieces to 60 pieces? 

Ans: 

(a) From Markov’s inequality 

P{ X > 75 } ≤
E[X]

75
=
50

75
=
2

3
 

(b) From Chebyshev’s inequality 

P{|X − 50| ≥ 10} ≤
σ2

102
=
1

4
 

So 

P{|X − 50| < 10} ≥ 1 −
1

4
=
3

4
 

The probability of the products’ amount manufactured between 40 pieces to 60 

pieces this week is at least 0.75. 

 

4. (G4) Let 𝑿𝒊 , 𝒊 = 𝟏, 𝟐, 𝟑 , .. ,  be independent random variables all distributed 

according to the PDF 𝒇𝑿(𝒙) = 𝒙/𝟖 for𝟎 ≤ 𝒙 ≤ 𝟒. Let 𝑺 =
𝟏

𝟏𝟎𝟎
∑ 𝑿𝒊
𝟏𝟎𝟎
𝒊=𝟏 . Then, what’s 

the value of P(S>3)? 

Ans: 

 



5. (G5) A factory produces 𝑿𝒏 gadgets on day n, where the 𝑿𝒏 are independent and 

identically distributed random variables, with mean 5 and variance 9. Use Central 

Limit Theorem and the attached Gaussian table to solve the following problems. 

(a) Find an approximation to the probability that the total number of gadgets 

produced in 100 days is less than 440. 

(b) Find (approximately) the largest value of n such that  

P(𝑿𝟏 + 𝑿𝟐 +⋯+ 𝑿𝒏 ≥ 200 + 5n) ≤ 0.05. 

(c) Let N be the first day on which the total number of gadgets produced exceeds 1000. 

Calculate an approximation to the probability that N ≥ 220. 

Ans: 

 

 

Section B (35%) 

1. (G2) Let Θ be a positive random variable, with known mean μ and variance 𝛔𝟐, to be 

estimated on the basis of a measurement X of the form 𝐗 = √𝚯𝑾 . W is assumed 

independent of Θ with zero mean, unit variance, and known fourth moment E[𝑾𝟒]. 

Thus, the conditional mean and variance of X given Θ are 0 and Θ, respectively, trying 

to estimate the variance of X given an observed value. Find the linear LMS estimator 

of Θ based on 𝑿𝟐. 



Ans: 

 

2. (G4) A biologist wants to estimate 𝓵, the life expectancy of a certain type of insect. To 

do so, he takes a simple of size 𝒏 and measures the lifetime from birth to death of 

each insect. Then he finds the average of these numbers. If he believes that the 

lifetimes of these insects are independent random variables with variance 1.5 days, 

how large a sample should he choose to be 98% sure that his average is accurate with 

±𝟎.𝟐 (±𝟒.𝟖 hours)? 

Ans: 



For i=1,2,….,n, let Xi be the lifetime of the ith insect of the sample.We want to 

determine n, so that P(-0.2<((X1+X2+….+Xn)/n)-l<0.2)≒0.98 

 

Therefore, the biologist should choose a sample of size 204. 

 

Another answer could be got by applying the Chebyshev inequality, however the approximation 

would not be the least amount of  n  we need. Since the problem description is not clear on 

specifying where the random variable will follow the normal distribution, we give credit to both 

the two type of answers. 

 

3. (G5) Let the probability density function of a random variable X be 𝒇(𝒙) =

𝒙𝒏𝒆−𝒙 𝒏!⁄ , 𝒙 ≥ 𝟎, show that P(0 < X < 2n+2) > n/(n+1). 

Ans: 

 by integration 

 E[X] = n+1 , E[X^2] =(n+2)(n+1) 

 var(X) = n+1 

 then , use chebyshev inequality 

 P(|X-(n+1)| < n+1) > 1 - ( var(x) / (n+1)^2 ) 



 so, P(0 < X < 2n+2) > n/(n+1) 

 

4. (G6) You love to travel around Taiwan and spends $50 for a day of travel on average 

(with a standard deviation of $10). You are planning to go to Hua Lien for on the long 

holidays for a week. You plan to bring a total of $385 for the whole trip. What is the 

probability that you will run out of money? 

Ans: 

 

 

5. (G3) Suppose 𝑿𝟏, 𝑿𝟐, 𝑿𝟑…𝑿𝒏  is a sequence of independent identically distributed 

random variables. The random variables are all uniformly distributed over [𝟎, 𝟏]. If 

the CDF of  

𝟐(∑ 𝑿𝒊)
𝒏
𝒊=𝟏 − 𝒏

√𝒏
   

converges to the CDF of a normal distribution of mean 0 and variance 𝒅 , namely 

𝑵(𝟎, 𝒅). What is the value of 𝒅? 

Ans: 



We first compute the mean and variance of the sequence 𝑋1, 𝑋2, 𝑋3…𝑋𝑛. 

Since they are uniformly distributed over [0,1]. The mean and variance are 
1

2
 and 

1

12
 

respectively. 

From central limit theorem, we know CDF of 

(∑ 𝑋𝑖)
𝑛
𝑖=1 −

𝑛
2

√
𝑛
12

 

Converges to CDF of 𝑁(0,1). 

In other words, 

(∑ 𝑋𝑖)
𝑛
𝑖=1 −

𝑛
2

√
𝑛
12

      
𝑑
→      𝑁(0,1)     

 

Simplify the expression, 

 

2(∑ 𝑋𝑖)
𝑛
𝑖=1 − 𝑛

√𝑛
=

2

√12
(

 
(∑ 𝑋𝑖)

𝑛
𝑖=1 −

𝑛
2

√
𝑛
12 )

        
𝑑
→     

2

√12
𝑁(0,1) = 𝑁 (0,

1

3
) 

 

Therefore, 𝑑 =
1

3
 

 

Section C (40%) 

Please answer the following questions including their definition and significance. (English 

or Mandarin would be fine, and please write in print; cursive writing is not 

recommended.)  

1. Please state the central limit theorem clearly. (15%) 

2. Please state the low of large number clearly. (15%) 

3. The Central limit Theorem states that when sample size tends to infinity, the sample 

mean will be normally distributed. The Law of Large Number states that when sample 

size tends to infinity, the sample mean equals to population mean. Is the two 

statements contradictory? Please state your reason. (10%) 

Ans: 

1. It is saying that when an infinite number of successive random samples are taken from 

a population, the sampling distribution of the means of those samples will become 

approximately normally distributed with mean μ and standard deviation 
𝜎

√𝑛
  as the 



sample size, n, becomes larger, no matter what kind of shape of the population 

distribution. Therefore we can normalize it as 𝑍𝑛 = 
∑ 𝑋𝑖
𝑛
𝑖=1 −𝑛𝐸[𝑋]

√𝑛 𝜎𝑥
   and use the Z 

table to approximate the probability, which denoted as P(𝑍𝑛 < m) =  Φ(𝑚). 

2. One we call the weak law of large number known as Bernoulli’s theorem, states that 

if we got a sample of random variable (i.i.d), as the sample size grows larger, the 

probability that the sample means differs from the population mean by some amount 

epsilon is equal to 0. We can write down as lim
n→∞

𝑃(|𝑀𝑛 −  𝜇| ≥  𝜖)  ≤  lim
𝑛→∞

𝜎𝑥
2

𝑛𝜖2
= 0. 

Another we call the strong law of large number states that supposing the first moment 

E[X] of X is finite. Then sampling mean converges almost surely to E[X], thus 

P ( lim
n→∞

𝑀𝑛 = 𝐸[𝑋]) = 1.  

3. No.  

As the sample size tends to infinity, the sample mean will be normally distributed. As 

we keep increasing the sample size while decreasing the sample standard deviation, 

when n(sample size) close to infinity, the sample mean will converge to the population 

mean, which is just the statement of the law of large number. 


