
10720 EECS 303003 Probability Homework #5   SOLUTION 

 

1. A statistician wants to estimate the mean height h (in meters) of a population, 

based on 𝒏  independent samples 𝑿𝟏, 𝑿𝟐, … , 𝑿𝒏 , chosen uniformly from the 

entire population. He uses the sample mean 𝑴𝒏 = (𝑿𝟏, 𝑿𝟐, … , 𝑿𝒏)/𝒏  as the 

estimate of 𝒉, and a rough guess of 1.0 meters for the standard deviation of 

the samples 𝑿𝒊. 

(a) How large should 𝒏 be so that the standard deviation of 𝑴𝒏 is at most 1 

centimeter? 

(b) How large should 𝒏 be so that Chebyshev's inequality guarantees that the 

estimate is within 5 centimeters from 𝒉, with probability at least 0.99? 

 

ANS: 

(a) We have 𝜎𝑀𝑛 =
1

√𝑛
, so in order that 𝜎𝑀𝑛  ≤ 0.01, we must have 𝑛 ≥ 10,000. 

(b) We want to have 

𝑃(|𝑀𝑛 − ℎ | ≤ 0.05) ≥ 0.99 

Using the facts that h = E[𝑀𝑛], 𝜎𝑀𝑛
2 = 

1

𝑛
 , and the Chebyshev inequality, we have 

𝑃(|𝑀𝑛 − ℎ | ≤ 0.05) = 𝑃(|𝑀𝑛 − E[𝑀𝑛] | ≤ 0.05)

= 1 −  𝑃(|𝑀𝑛 − E[𝑀𝑛] | ≥ 0.05)  ≥ 1 − 

1
𝑛

(0.05)2
 

Thus, we must have 

1 − 

1
𝑛

(0.05)2
 ≥ 0.99 

Which yield 𝑛 ≥ 40,000. 

 

2. A twice differentiable real-valued function 𝒇  or a convex if its second 

derivative (𝒅𝟐𝒇/𝒅𝒙𝟐)(𝒙) is nonnegative for all 𝒙 in its domain of definition. 

(a) Show that if 𝒇  is twice differentiable and convex, then the first order 

Taylor 𝒇 is an underestimate of the function. that is, 

𝒇(𝒂) + (𝒙 − 𝒂)
𝒅𝒇

𝒅𝒙
(𝒂) ≤ 𝒇(𝒙) 

for every 𝒂 and 𝒙. 

(b) Show that if 𝒇 has the property in part (b), and if 𝑿 is a random variable, 

then 



𝒇(𝑬[𝑿]) ≤ 𝑬[𝒇(𝑿)] 

ANS: 

(a) Since the second derivative of f is nonnegative, its first derivative must be 

nondecreasing. Using the fundamental theorem of calculus, we obtain 

f(x) = 𝑓(𝑎) + ∫
𝑑𝑓

𝑑𝑡
(𝑡)𝑑𝑡

𝑥

𝑎

 ≥  𝑓(𝑎) + ∫
𝑑𝑓

𝑑𝑡
(𝑎)𝑑𝑡

𝑥

𝑎

= 𝑓(𝑎) + (𝑥 − 𝑎)
𝑑𝑓

𝑑𝑥
(𝑎) 

(b) Since the inequality from part (a) is assumed valid for every possible value x 

of the random variable X, we obtain 

𝑓(𝑎) + (𝑋 − 𝑎)
𝑑𝑓

𝑑𝑥
(𝑎) ≤ 𝑓(𝑋) 

We now choose a = E[X] and take expectation, to obtain 

𝑓(E[X]) + (E[X] − E[X])
𝑑𝑓

𝑑𝑥
(E[X])  ≤  E[𝑓(X)],  

or  𝑓(E[X]) ≤  E[𝑓(X)]  

 

3. Suppose the grades in a finite mathematics class are Normally distributed with 

a mean of 75 and a standard deviation of 5. 

(a) What’s the probability that a randomly selected student had a grade of at 

least 83? 

(b) What is the probability that the average grade for 5 randomly selected 

students was at least 83? 

 

ANS: 

(a) Since X ~ N(75,5), we can write down that 

z =
83 − 75

5
= 1.6 

Therefore 

P(X ≥ 83) = 𝑃(𝑧 ≥ 1.6) = 1 − 0.9452 = 0.0548 

(b) Since �̂� ~ N(75,√5), we can write down that 

z =
83 − 75

√5
= 3.57 

Therefore 

P(X ≥ 83) = 𝑃(𝑧 ≥ 3.57) = 1 − 0.9999 = 0.0001 

 

4. Let 𝑿𝟏, 𝒀𝟏, 𝑿𝟐, 𝒀𝟐……  be independent random variables, uniformly 

distributed in the unit interval [0,1], and let 

𝐖 = 
(𝑿𝟏 +⋯+ 𝑿𝟏𝟔)  −   (𝒀𝟏 +⋯+ 𝒀𝟏𝟔)

𝟏𝟔
 



Find a numerical approximation to the quantity 

𝐏 (|𝐖− 𝐄[𝐖]| < 𝟎. 𝟎𝟎𝟏) 

 

ANS: 

Note that W is a sample mean of 16 independent identically distributed random 

variables of the form 𝑋𝑖 − 𝑌𝑖, and a normal approximation is appropriate. The random 

variable 𝑋𝑖 − 𝑌𝑖 have zero mean, and variance equal to 
2

12
. Therefore, the mean of W 

is zero, and its variance is 

2

12

16
=

1

96
. Thus,  

𝑃(|𝑊| ≤ 0.001) = 𝑃

(

 
|𝑊|

√ 1
96

 <  
0.001

√ 1
96 )

  ≈  Φ(0.001√96) −  Φ(−0.001√96)

= 2Φ(0.001√96) − 1 =  2Φ(0.0098) − 1 ≈ 2 ∗ 0.504 − 1

= 0.008 

Let us also point out a somewhat different approach that bypass the need for the normal 

table. Let Z be a normal ransom variable with zero mean and standard deviation equal 

to 
1

√96
. The standard deviation of Z, which is about 0.1, is much larger than 0.001. Thus, 

within the interval [-0.001, 0.001], the PDF of Z is approximately constant. Using the 

formula 𝑃(𝑧 − 𝛿 ≤ 𝑍 ≤ 𝑧 + 𝛿) ≈ 𝑓𝑍(𝑧) ∗ 2𝛿 , with z = 0  and δ = 0.001 , we 

obtain 

𝑃(|𝑊| ≤ 0.001) ≈  𝑃(−0.001 ≤ 𝑍 ≤ 0.001)  ≈ 𝑓𝑍(0) ∗ 0.002 =  
0.002

√2𝜋 (
1

√96
)

= 0.0078 

 

5. Let 𝑿𝟏, 𝑿𝟐, ……  be a sequence of independent identically distributed zero-

mean random variables with common variance 𝝈𝟐, and associated transform 

𝑴𝒙(𝒔). We assume that 𝑴𝒙(𝒔) is finite when −𝐝 < 𝐬 < 𝐝, where d is some 

positive number. Let  

𝒁𝒏 = 
𝑿𝟏 +⋯+ 𝑿𝒏

𝝈√𝒏
 

(a) Show that the transform associated with 𝒁𝒏 satisfies 

𝑴𝒁𝒏(𝐬) =  ( 𝑴𝒙 ( 
𝒔

𝝈√𝒏
 ) )

𝒏

 

(b) Suppose that the transform 𝑴𝒙(𝒔)  has a second order Taylor series 



expansion around s = 0, of the form 

𝑴𝒙(𝒔) = 𝒂 + 𝒃𝒔 + 𝒄𝒔
𝟐 + 𝒐(𝒔𝟐) 

Where 𝒐(𝒔𝟐)  is a function that satisfies 𝐥𝐢𝐦
𝐬→𝟎

𝒐(𝒔𝟐)

𝒔𝟐
= 𝟎 . Find a, b, and c in 

terms of 𝝈𝟐 . 

(c) Combine the results of parts (a) and (b) to show that the transform 

𝑴𝒁𝒏(𝐬)  converges to the transform associated with a standard normal 

random variable, that is,  

𝐥𝐢𝐦
𝐧→∞

𝑴𝒁𝒏(𝐬) = 𝒆
𝒔𝟐

𝟐    , for all s. 

Note: The central limit theorem follows from the result of part (c), together 

with the fact (whose proof lies beyond the scope of the text) that if the 

transforms 𝑴𝒁𝒏(𝐬) converge to the transform 𝑴𝒁(𝐬) of a random variable 

Z whose CDF is continuous, then the CDFs 𝑭𝒁𝒏 converge to the CDF of Z. In 

our case, this implies that the CDF of 𝒁𝒏 converges to the CDF of a standard 

normal. 

 

ANS: 

(a) We have, using the independence of the 𝑋𝑖, 

 

 



 


