L
‘Reliable

- ﬂnmpm ng

HW4 & Final Project

Date: 2019/12/9



HW4

* Here we offer the dataset, Google Al published
Research.

* In this dataset, we only offer ‘title’ and “abstract’
and concatenate both
(Google_AI_published_research.csv).

- ${Title}. ${Abstract}
—2298 data samples



Word Preprocessing

o Zi{Ereportim AL Ra I WPLE 7745 DL R FEH
* The process of transform document into word

vectors and get useful information

—Clean Stopword: JEFRAsZ ZH N L » il © a, an,

the, is, etc.

— Capitalization: ki A FEHA R/ NE -

— Stemming: j&fa]F57 % ©

—Lemmatization: Rt FFRFEITHIFIH R A -

»the boy’s cars are different colors

»the boy car be differ color
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Stemming

e 7] % —{Esubword

e Example:

“Word embedding is the modern way of representing words as vectors.”

!

["Word", "embedding", "is", "the", "modern", "way", "otf", "representing", "words", "as", "vectors"|
\

["Word embedding”, "is the", "modern way", "of representing", "words as", "vectors"]

!

["Word embedding”, "is", "the", "modern”, "way", "of", "re", "presenting”, "words", "as", "vectors"]
!

["Word", "embed", "modern”, "way", "re", "present”, "word", "vector"]

o S5 {freportifffizii TokenizeY 28z DA KR -
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Tokenizer

o FFwordfE i finteger or one-hotf\)25 B
e Example:

— ML is interesting. — [0, 1, 2]
— DL is interesting. — [3, 1, 2]
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1. Preprocessing of dataset (Transforming the text instances into a tokenized word vector matrix

which is an matrix for demonstrating the contents in D documents with v word. Each row
represents a document instance while each column stands for a selected word)

2. In this homework assignment, we will need to use five methods to cluster. Note that

methodE{LDA, Agglomerative, KMeans, KMeans++, FCM}.

3. How do you select the parameters?

4. Note that the number of clusters must be greater than 2.



Final Project

* Proposal

-—8HH T — AT LE
e Dataset

— Project{sf FH Y dataset

* Code & report
1. All in ipynb

2. Code in ipynb & report in PDF

* Oral
—5~10 mins 5/ J 48 project A A




* Proposal
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— Dataset
—Method & model
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