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Outline
•Streaming Workflows with Pipelines
•Using k-fold Cross-Validation to Assess Model 

Performance
•Debugging Algorithms with Learning and 

Validation Curves
•Fine-Tuning Machine Learning Models via Grid 

Search
•Looking at Different Performance Evaluation 

Metrics
•Dealing with Class Imbalance
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Streamlining Workflows with Pipelines
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Pipeline Class

•In preprocessing, the parameters obtained 
during the fitting of the training data should be 
reused in the separate test dataset

•Pipeline class in scikit-learn allows to fit a 
model including an arbitrary number of 
transformation steps and apply it to make 
predictions about new data.
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Breast Cancer Wisconsin Dataset
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[5 rows x 32 columns]

Load dataset
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Breast Cancer Wisconsin Dataset

•Assign 30 features to X and use LabelEncoder to 
transform the class label

6



Hsi-Pin Ma

Breast Cancer Wisconsin Dataset

•Split dataset with 80:20
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Combining Transformers and Estimators 
in a Pipeline

•Put standardization, dimensionality reduction of 
features (PCA),  logistic regression in a pipeline
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Combining Transformers and Estimators 
in a Pipeline

• make_pipeline function takes an arbitrary number of 
scikit-learn transformers that support the fit and 
transform method, followed by a scikit-learn estimator 
that implements fit and predict methods
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Using k-fold Cross Validation to 
Assess Model Performance
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Model Selection

•How to obtain an unbiased estimate of models’ 
performance
– Estimate model performance on unseen data

•Model selection
– For a given classification, to select the optimal values of 

tuning parameters (i.e., hyperparameters) to further 
improve the performance of predicting unseen data. 

•There are two general methods
– holdout cross-validation method
– k-fold cross-validation method
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The Holdout Method
•Split the initial dataset into a separating training 

and test dataset
– The former is for model training and the latter is to 

estimate its generalization performance 

•However, during model selection, if the same 
test dataset is reused over and over again, the 
test dataset will become part of the training 
data, and the model may be overfitted. 
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The Holdout Method
• A better way

• However, performance estimate will be sensitive on 
how to partition the training set into training and 
validation subsets.

13



Hsi-Pin Ma

k-fold Cross-Validation
•Repeat the holdout method k times on k subset 

of the training data
– Randomly split the training dataset into k folds without 

replacement (resampling without replacement)
•k-1 fold for model training, and one fold for performance 

evaluation
– Repeat k times => k models and performance estimates
– A configuration of hyperparameters is selected when its 

average performance is the best.
– Low-variance estimate of model performance than 

holdout method
•Each sample point will be used for training and validation 

exactly once
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k-fold Cross-Validation
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•A good standard value of k is 10
– k increases as the training dataset is relatively small
– k decreases as the training dataset is relatively large
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Variations of k-fold Cross-Validation

•Leave-one-out cross-validation
– Set the number of folds equal to the number of training 

samples
– Only a single training sample used for testing during 

each iteration
– Recommended approach for very small dataset

•Stratified k-fold cross-validation
– Class proportions preserved in each fold

•each fold is representative of the class proportions in the 
training set

– Better performance estimates for imbalanced data
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Stratified k-fold Cross-Validation
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Stratified k-fold Cross-Validation
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•scikit-learn implements a k-fold cross-validation 
scorer (cross_val_score)
–n_jobs provides parallel processing capability
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Debugging Algorithms with 
Learning and Validation Curves
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Diagnosing Bias and Variance Problems 
with Learning Curves (1/3)

• By plotting the model training and validation accuracies 
as functions of the training set size, we can easily detect 
whether the model suffers from high variance or high 
bias, and whether the collection of more data could help 
address the problem
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Diagnosing Bias and Variance Problems 
with Learning Curves (2/3)

•High bias
– Model underfits the training data
– Possible solutions

•Increase the number of parameters of the model
•Decrease the degree of regularization
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Diagnosing Bias and Variance Problems 
with Learning Curves (3/3)

•High variance
– Large gap between training and cross-

validation accuracy
– Possible solutions

•Collect more training data, reduce the 
complexity of the model

•Increase the regularization parameter
•For unregularized models, decrease 

the number of features via feature 
selection or feature extraction 

•However, collect more training data 
may not always help (noisy training 
data)
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Learning Curves with Scikit-learn (1/2)
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Learning Curves with Scikit-learn (2/2)
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Address Over- and Under-fitting with 
Validation Curves (1/2)

• The validation curves are the figures of the model 
training and validation accuracies as functions of the 
model parameters
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Address Over- and Under-fitting with 
Validation Curves (2/2)
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Fine-Tuning Machine Learning Models 
via Grid Search
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Tuning Hyperparameters via Grid Search

•Grid search is a brute-force exhaustive search 
paradigm 

•A list of values is specified for each 
hyperparameter

•We evaluate the model performance for each 
possible combination of those listed values to 
obtain the optimal combination of values
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Tuning Hyperparameters via Grid Search
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Tuning Hyperparameters via Grid Search
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Algorithm Selection with 
Nested Cross-Validation

•In a nested cross-validation, we have two loops 
– one outer k-fold cross-validation loop to split the data into 

training and test folds 
– one inner k-fold cross-validation loop to select the model 

using k-fold cross-validation on the training folds,
– after model selection, use the test fold to evaluate model 

performance
– the two loops may have different value of k

•Used to evaluate the generalization performance 
of different classification algorithms in order to 
select the best one
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Algorithm Selection with 
Nested Cross-Validation

•5x2 cross-validation
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Algorithm Selection with 
Nested Cross-Validation

•Compare SVM and decision tree classifier with 
only depth parameter

•SVM classifier
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Algorithm Selection with 
Nested Cross-Validation

•Decision tree classifier

•SVM model (97.4%) is better then decision tree 
model (93.4%)
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Looking at Different 
Performance Evaluation Metrics
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Confusion Matrix

•Accuracy can be misleading for imbalanced 
datasets

•Need ways to compute performance for a 
specific class

•Confusion matrix helps to visualize different 
types of errors a classifier can make by 
reporting the counts of these errors
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Confusion Matrix
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Type I error

Type II error
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Confusion Matrix
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Confusion Matrix
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•Change the order of the class label
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•Still quite a few different performance 
evaluation metrics
– Prediction error (ERR)
– Accuracy (ACC)
– True positive rate (TPR)
– False positive rate (FPR)
– Precision (PRE)
– Recall (REC)
– F1-score (F1)

Optimizing the Precision and Recall of a 
Classification Model

40

Chapter 6
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...                 va='center', ha='center')
>>> plt.xlabel('predicted label')
>>> plt.ylabel('true label')
>>> plt.show()

Now, the following confusion matrix plot, with the added labels, should make the 
results a little bit easier to interpret:

Assuming that class 1 (malignant) is the positive class in this example, our model 
FRUUHFWO\�FODVVLÀHG����RI�WKH�VDPSOHV�WKDW�EHORQJ�WR�FODVV�0 (TNs) and 40 samples 
that belong to class 1 (TPs), respectively. However, our model also incorrectly 
PLVFODVVLÀHG�WZR�VDPSOHV�IURP�FODVV�1 as class 0 (FN), and it predicted that one 
sample is malignant although it is a benign tumor (FP). In the next section, we will 
learn how we can use this information to calculate various error metrics.

2SWLPL]LQJ�WKH�SUHFLVLRQ�DQG�UHFDOO�RI�D�
FODVVL¿FDWLRQ�PRGHO
Both the prediction error (ERR) and accuracy (ACC) provide general information 
about how many samples are�PLVFODVVLÀHG��7KH�error can be understood as the 
sum of all false predictions divided by the number of total predications, and the 
accuracy is calculated as the sum of correct predictions divided by the total number 
of predictions, respectively:

FP FNERR
FP FN TP TN

+=
+ + +
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The prediction accuracy can then be calculated directly from the error:

1TP TNACC ERR
FP FN TP TN

+= = −
+ + +

The True positive rate (TPR) and False positive rate (FPR) are performance metrics 
that are especially useful for imbalanced class problems:

FP FPFPR
N FP TN

= =
+

TP TPTPR
P FN TP

= =
+

In tumor diagnosis, for example, we are more concerned about the detection 
of malignant tumors in order to help a patient with the appropriate treatment. 
However, it is also important to decrease the number of benign tumors that were 
LQFRUUHFWO\�FODVVLÀHG�DV�PDOLJQDQW��)3V��WR�QRW�XQQHFHVVDULO\�FRQFHUQ�D�SDWLHQW��
In contrast to the FPR, the TPR provides useful information about the fraction of 
SRVLWLYH��RU�UHOHYDQW��VDPSOHV�WKDW�ZHUH�FRUUHFWO\�LGHQWLÀHG�RXW�RI�WKH�WRWDO�SRRO�RI�
positives (P).

The performance metrics precision (PRE) and recall (REC) are related to those true 
positive and negative rates, and in fact, REC is synonymous with TPR:

TPPRE
TP FP

=
+

TP TPREC TPR
P FN TP

= = =
+

In practice, often a combination of PRE and REC is used, the so-called F1-score:

1 2 PRE RECF
PRE REC

×=
+
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sensitivity Specificity =
TN

FP + TN
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TP + FN

Total N
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Optimizing the Precision and Recall of a 
Classification Model

•Scoring metrics are all implemented in scikit-learn
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Optimizing the Precision and Recall of a 
Classification Model

• We can use the make_scorer function in scikit-learn’s 
metrics module to designate our own positive label and 
scoring function
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Receiving Operating Characteristic (ROC)
• A tool to select models for classification based on 

performance with respect to FPR and TPR
– FPR and TPR are computed by shifting the decision threshold of 

the classifier

• The diagonal of an ROC graph can be interpreted as 
random guessing
– Classification models that fall below the diagonal are 

considered as worse than random guessing 

• A perfect classifier would fall into the top left corner
• ROC Area Under the Curve (ROC AUC) to 

characterize the performance
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Plotting a Receiver Operating Characteristic
• TPR vs. FPR

– ROC AUC
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Plotting a Receiver Operating Characteristic
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Scoring Metrics for Multiclass Classification
• Scikit-learn implements micro and macro averaging methods 

to extend the previous scoring metrics to multi class problems 
via One-versus-All (OvA) classification

• The micro-average of the precision score
– Calculated from individual TPs, TNs, FPs, and FNs

• The macro-average of the precision score
– Calculated as the average scores of different systems
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6FRULQJ�PHWULFV�IRU�PXOWLFODVV�FODVVL¿FDWLRQ
The scoring PHWULFV�WKDW�ZH�GLVFXVVHG�LQ�WKLV�VHFWLRQ�DUH�VSHFLÀF�WR�ELQDU\�
FODVVLÀFDWLRQ�V\VWHPV��+RZHYHU��VFLNLW�OHDUQ�DOVR�LPSOHPHQWV�PDFUR�DQG�PLFUR�
averaging methods to extend those scoring metrics to multiclass problems via  
One-versus-All (OvA��FODVVLÀFDWLRQ��7KH�PLFUR�DYHUDJH�LV�FDOFXODWHG�IURP�WKH�
individual TPs, TNs, FPs, and FNs of the system. For example, the micro-average  
of the precision score in a N-class system can be calculated as follows:
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The macro-average is simply calculated as the average scores of the different 
systems:
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Micro-averaging is useful if we want to weight each instance or prediction equally, 
whereas macro-averaging weights all classes equally to evaluate the overall 
SHUIRUPDQFH�RI�D�FODVVLÀHU�ZLWK�UHJDUG�WR�WKH�PRVW�IUHTXHQW�FODVV�ODEHOV�

If we are using binary SHUIRUPDQFH�PHWULFV�WR�HYDOXDWH�PXOWLFODVV�FODVVLÀFDWLRQ�
models in scikit-learn, a normalized or weighted variant of the macro-average is 
used by default. The weighted macro-average is calculated by weighting the score of 
each class label by the number of true instances when calculating the average. The 
weighted macro-average is useful if we are dealing with class imbalances, that is, 
different numbers of instances for each label.

While the weighted macro-average is the default for multiclass problems in scikit-
learn, we can specify the averaging method via the average parameter inside the 
different scoring functions that we import from the sklearn.metrics module, for 
example, the precision_score or make_scorer functions:

>>> pre_scorer = make_scorer(score_func=precision_score,
...                          pos_label=1,
...                          greater_is_better=True,
...                          average='micro')
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Dealing with Class Imbalance
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Class Imbalance

•Samples from one class or multiple classes are 
over-represented in a dataset
– A quite common problem

•For breast cancer dataset with 90% healthy 
patients
– If achieve 90% accuracy on the test dataset by just 

predicting the majority class, without supervised 
learning, the model does not learn anything from dataset 
features

•Focus on other metrics than accuracy
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Class Imbalance Examples

•For breast cancer, the priority might be to 
identify the majority of patients with malignant 
cancer patients to recommend an additional 
screening
– Recall should be the metric of choice

•In spam filtering, where we don’t want to label 
emails as spam if the system is not very certain
– Precision might be a more appropriate metric
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Strategies for Dealing with Class Imbalance

•No universally best solutions
•Possbile solutions

– Assign a large penalty to wrong predictions on minority class 
during model fitting

•Set the class_weight parameter to class_weight=‘balanced’
– Upsampling the minority class

•Use resample function
– Downsampling the majority class

•Use resample function
– Generation of synthetic training samples
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Resample Example

51


